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Abstract: The increasing adaptation of nuclear power plants to incorporate software-based 
components along with digital communication networks in their operation has resulted in improved 
control, automation, monitoring and diagnostics, while simultaneously opening those power plants to 
a new dimension of risk, cyber-attacks. Additionally, the attackers have become more knowledgeable 
about the vulnerabilities associated with such software systems and network architectures. Hence 
there is a need to systematically study and quantify the risks associated with cyber-attacks on NPPs 
and the existing cyber defenses. In this paper we present a dynamic probabilistic risk assessment 
(DPRA) framework for nuclear power plants in the context of cyber security. In addition to stochastic 
events such as component failures, the framework implements cyber-attacks along with defenders’ 
i.e., the plant operators, and the attackers’ behaviors and their interactions in a game theory-based 
framework.  
 
 
1.  INTRODUCTION 
 
The primary objectives of probabilistic risk assessment (PRA) are identifying “what can go wrong,” 
i.e., identifying the initiating events and the possible sequences of events that can result in undesirable 
consequences, establishing “what are the consequences if something went wrong” i.e., identifying and 
evaluating the above-mentioned potentially risky consequences when something actually goes wrong 
i.e., when the initiating events occur and evolve, and quantifying “how likely it is for something to go 
wrong,” i.e., computing the likelihood of occurrence of the above-mentioned initiating events and the 
probabilities that those initiating events evolve into said dangerous scenarios [1], [2]. An initiating 
event in PRA of nuclear power plants (NPP), is defined as “any event that creates a disturbance in the 
plant that has the potential to lead to core damage, depending on the successful operation of the 
required mitigation systems in the plant,” [3]. While component failures either hardware or digital, or 
human operator errors are implicitly considered as initiating events, the increasing installation of 
networked digital systems in nuclear power plants makes it essential to expand the definition of 
initiating events to consider the relevant cyber events, either intentional cyber-attacks or unintentional 
events because such events in industrial control systems (ICS) have implications in the physical 
world, and consequently it is necessary to expand NPP PRA to the field of cyber security. 
 
Extending the classical definition that risk can be quantified as “the product of expected frequency of 
occurrence of events and the damage resulting from those events” [4], Park and Lee [5] defined the 
risk of a cyber-attack as the product of the following three terms: the frequency of occurrence of 
cyber-attacks, the conditional probability that a cyber-attack will result in an event of significance, 
and the damage caused by that event. Additionally, Park and Lee [5] considered cyber-attacks as basic 
events, integrated those into fault trees and computed the risk due to cyber-attacks in terms of increase 
in core damage frequency metrics. However, it is important to understand that in the context of cyber-
attacks, the evolution of the system depends on the actions of both the attacker and the defender i.e., 
the operator. The subsequent actions of the defender and the attacker also depend on the state of the 
system and on each other’s actions. Taking this into account, Zhao et al. [6], [7] modeled the 
interaction between the defender and the attacker as a stochastic game and computed the probability 
of reaching an undesirable state as well as the probability of discrete system states, using both 
analytical and Monte Carlo simulation methods. However, the state transitions in the game model 
were defined using classical event trees. 
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While classical PRA methods such as fault trees and event trees can help us understand and identify 
what can go wrong, these methods are lacking in establishing how something can go wrong. Classical 
PRA approaches are limited in the following aspects: modeling and incorporating the changes of 
system properties as functions of physics and time, for example failure rates of components are 
dependent on physical conditions, modeling the changes in the behavior of human operators with 
respect to system states and time, for example the operator can be under a significant amount of stress 
depending on the state of the system, and capturing the evolution of the system over time due to 
events such as random component failures or operator errors. Dynamic probabilistic risk assessment 
(DPRA), a set of probabilistic risk assessment techniques that uses deterministic physics based 
dynamic models of the system to study its evolution in the context of random events [8], [9] can 
overcome the limitations of classical PRA and provide more accurate estimates of risk. The field of 
dynamic probabilistic risk assessment is well established, taking initiating events such as failure of 
hardware components either due to aging or random failures [8], [10], failure of digital systems [11] 
and human operator errors [12]–[14] into consideration. Devooght and Smidts [8], [12] presented the 
continuous event tree approach, a continuous time DPRA method, and presented a single integral 
equation and its differential form to model the system evolution in the presence of random events 
such as equipment failures, operator actions and operator errors. 
 
It is important to understand that cyber-attacks on NPPs impact the physical world and affect the 
evolution of physical systems over time. Additionally, the behavior and strategies of the attacker and 
the operator will depend on the state of the system, and assuming that attacker and the defender act 
rationally, their actions are directed towards maximizing long term benefit which is dependent on the 
evolution of the system. Hence it is imperative that physics of the system must be explicitly 
considered to accurately evaluate the risks associated with cyber-attacks on nuclear power plants, and 
thus DPRA is a valid framework for the purpose.  
  
While Zhao et al. [7] modeled the dynamics of attacker-defender interaction in the context of cyber-
attacks on nuclear power plants, the physics of the system was not explicitly modeled. In subsequent 
research Zhao et al. [15] used DPRA for cybersecurity risk analysis of electric grids, but game theory 
based attacker and defender interaction was not modeled. In this paper we present a DPRA simulation 
architecture for cybersecurity risk analysis that incorporates both the system model and game theory 
based analysis of the interaction between the operator and the attacker, expand the theory of 
continuous trees to the context of cyber-attacks under a Markovian assumption, and provide the 
corresponding mathematical formulation. We consider a procedure following operator and operator 
errors are not explicitly modeled separately, but our equations can be expanded to consider those 
cases. 
 
2.  DPRA SIMULATION ARCHITECTURE FOR CYBER SECURITY RISK 
ANALYSIS 
 
DPRA involves the use of deterministic physics based model of the system in order to study its 
evolution in the presence of random events such as component failures, operator errors. As such, to 
perform DPRA analysis, a system model is required along with and a DPRA engine that schedules 
and implements the above mentioned random events on the system model. In this research we expand 
the traditional DPRA analysis to the context of cyber-attacks i.e., we focus on incorporating the 
stochastic nature of the operator’s as well as the attacker’s actions using a game theory based 
framework in addition to component failures, and study their effects on the evolution of the system. 
Hence, the proposed DPRA simulation architecture has the following three elements:  

1. the system model to emulate the evolution of the system under consideration, in this case a 
nuclear power plant.  

2. The DPRA engine, that monitors the state of the system, and implements the sampled attacker 
and defender actions as well as randomly generated component failure scenarios [15].  
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3. The action model which generates a set of possible operator and attacker actions to be 
implemented on the system. In addition to the system model and the DPRA engine, we 
explicitly consider an action model that generates possible defender and attacker actions to be 
implemented on the system model using a game theory based analysis. The action model and 
its components are explained in this section.  

Additionally, a post processing module is considered to analyse the large amounts of data generated 
during the simulations and compute meaningful risk metrics. Figure 1 depicts a high-level schematic 
of the DPRA simulation architecture used to perform cybersecurity risk analysis.  
 

Figure 1. Schematic of the DPRA simulation architecture for cybersecurity risk analysis.  

 

2.1.  The DPRA Engine 
 
Figure 2 depicts the elements of the DPRA engine in the proposed architecture, that generate or 
sample the scenarios to be implemented on the system model.  

Figure 2. The DPRA Engine. 

 
 
The data collection module of the DPRA engine receives the system physical state information i.e., a 
vector of relevant physical variables, and the current component state information from the system 
model. This information is disseminated to the component failure models element of the DPRA 
engine and the action model. Using this information as input, the component failure models element 
updates the failure rates and the failure modes of the NPP components and transmits the updated 
values back to the data collection module. Similarly, the action model returns a set of possible 
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attacker and defender actions to the data collection module. The output of the component failure 
models, and the action model received by the data collection module is transmitted to the sampler. 
The next state transition time, the next state transition to be implemented on the system model from 
the set of failure modes generated by the component failure models and the next operator and attacker 
actions to be enforced on the system model form the inputs received from the action model are 
sampled by the Sampler element of the DPRA engine and provided to the data collection module. The 
data collection module then shares this information with the scheduler, which then implements the 
sampled transitions and the sample actions on the system model. The data collection module 
assimilates all the data generated by all the elements of the DPRA architecture. This data is sent to the 
post processing module for analysis and computation of relevant risk metrics. 
 
2.2.  The System Model 
 
Figure 3 presents a simplified structure of nuclear power plant system. The system model consists of 
mathematical models of the components in the physical systems layer under different states, 
mathematical models of the controllers, and the models of other network elements. The objective of 
the system model is to simulate the evolution of the physical system when subjected to stochastic 
events such as component failures and cyber-attacks. We consider an abnormal event detection and 
classification system that can detect an abnormal event and differentiate it as either a safety event 
caused by component failure or a cyber-attack. This is used to explore scenarios of undetected 
attackers and evaluate the associated risks. It is our opinion that the scenarios in which a cyber-attack 
is undetected, resulting in the operator taking incorrect actions should be studied from a risk 
perspective. 

Figure 3. The System Structure in a Nuclear Power Plant. 

 
 
2.3.  The Action Model 
 
Figure 4 depicts the action model. The action model receives system monitoring information i.e., 
information about the system state as defined by the vector of a list of physical variables and vector of 
component states and generates a set of possible attacker and operator actions. As presented in Figure 
4, the action model has three individual models, the procedure model, the undetected attacker model 
and the game model. In this research we assume that the operator is procedure following and is not 
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prone to errors. The procedure model is used to generate possible operator actions when no cyber 
attack is detected by the abnormal event detection module in the system model. The undetected 
attacker model is used to represent and model initial launching of cyber-attacks and the scenarios in 
which a cyber-attack remains undiagnosed.  

Figure 4. The Action Model. 

 

Figure 5 represents the game model. The action model switches to the game model whenever a cyber-
attack is detected in the system. In the presence of a cyber-attack, the operator takes the role of a 
defender. The components of the game model are the game itself of which the attacker and 
defender(s) are the players, and a spinoff DPRA process. The optimal attacker and defender actions 
depend on the physics of the system. We want to consider the computation of optimal actions based 
on physics and implement those on the system to observe it's evolution. So, as part of the spinoff 
DPRA process, we simulate i.e., run a parallel model to predict of the system behaviour under 
different pairs of attacker and defender actions to a certain time point in the future and use that 
knowledge to inform the attacker and defender policies in the original DPRA process.  

Figure 5. The Game Model 

 

3.  CONTINUOUS EVENT TREES FOR CYBERSECURITY RISK ANALYSIS 
 
In this section we present the mathematical formulation of continuous event trees for cybersecurity 
risk analysis. With the theory of continuous event trees presented by Devooght and Smidts [8] as 
reference, we describe the nuclear power plant system as follows: 
 
The physical state of a nuclear power plant is represented using a state vector, �̅�𝑥, a vector of physical 
variables such as pressure, flowrate, temperature etc. It is implicit that �̅�𝑥 ∈ ℝ𝑛𝑛 is a point in continuous 
space with its boundaries determined by the physics. Let 𝕏𝕏 ⊂  ℝ𝑛𝑛 represent the space of all possible 
physical state vectors �̅�𝑥.   
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The states of the components in the NPP are represented using a vector 𝑖𝑖, a vector on a discrete space. 
In this research we limit ourselves to only discrete component states such as normal or failed states. 
Integers can be used to represent such discrete states of components. For example 0, 1 and 2 can be 
used to denote that a component is in normal state or failed state or compromised state respectively.  
Consider an example system with three components, a digital controller, a digital sensor and a 
mechanical valve. Then 𝑖𝑖 =  [𝑖𝑖1, 𝑖𝑖2, 𝑖𝑖3] where 𝑖𝑖1, 𝑖𝑖2, and 𝑖𝑖3 represent the states of the controller, the 
sensor and the valve respectively. Here, 𝑖𝑖1, 𝑖𝑖2 ∈ {0, 1, 2}  and 𝑖𝑖3  ∈  {0, 1}  because the digital 
controller and the sensor can be compromised whereas the mechanical valve cannot be subjected to 
cyber-attacks. Let ℂ represent the set of all possible component states.  
 
𝐷𝐷 = {𝑑𝑑1,𝑑𝑑2,𝑑𝑑3 … }  is the defender’s action space and 𝐴𝐴 = {𝑎𝑎1,𝑎𝑎2,𝑎𝑎3 … }  is the attacker’s action 
space. We assume that the defender and the attacker action spaces are discrete, with actions such as 
switch from main controller to backup controller or compromise the controller and shut down the 
pump etc. Continuous action spaces will be studied in future research. It is implicit that feasible 
defender and attacker actions depend on the physical state as well as the state of components. For 
example, we assume that a component that has been compromised by the attacker cannot be 
compromised again and remains in that state, until it is “repaired.” Additionally, certain actions may 
not be physically possible depending on the physical state of system. For example, the speed of a 
pump cannot be reduced to zero instantaneously. 
 
At any time 𝑡𝑡, the overall system state of the NPP is represented using the tuple (�̅�𝑥, 𝑖𝑖,𝑑𝑑,𝑎𝑎, 𝑡𝑡), where 
the physical state vector �̅�𝑥 represents the physical system state, the component state is represented by 
the vector 𝑖𝑖, and the couple (𝑑𝑑,𝑎𝑎) represents the latest pair of actions taken by the defender and the 
attacker respectively. For the remainder of this paper the expressions physical state vector and 
physical state will be used interchangeably. The same is true for the expressions component state 
vector and component state.  
 
A system of differential equations as presented by equation (1) can be used to represent the trajectory 
of the NPP in the physical state space [8].  

 
𝜕𝜕
𝜕𝜕𝑡𝑡
�̅�𝑥  =  𝑓𝑓𝑖𝑖(�̅�𝑥, 𝑡𝑡) 

(1) 

 
It is implicit that these differential equations are dependent on the states of the components i.e., when 
the states of components change, the differential equations representing the dynamics of the system 
will change and the system follows a different trajectory in the state space, as shown in Figure 6.  
 

Figure 6. Example of trajectories in state space. 

 
The component state 𝑖𝑖 can change either due to random component failures or due to the actions of 
the defender and the attacker. Additionally, it is implicit that defender and attacker cannot directly 
interfere with the physical process and can only change the component state vector, which in turn will 
change the trajectory of system evolution i.e., the trajectory of the reactor in the physical state space is 
conditionally independent of the actions of the attacker and the defender given the component state 
vector. In the example depicted in Figure 6, initially the system is in the state (�̅�𝑥0,  𝑖𝑖,𝑑𝑑0,𝑎𝑎0, 𝑡𝑡0), and 
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evolves along the trajectory defined by 𝑓𝑓𝑖𝑖  until time 𝜏𝜏, where the physical state vector is �̅�𝑥1 . The 
defender and the attacker then take actions (𝑑𝑑1,𝑎𝑎1)  at (�̅�𝑥1, 𝜏𝜏)  and the component state vector 
transitions from 𝑖𝑖 to 𝑗𝑗 as a result, following which the system evolves along the trajectory defined by 
𝑓𝑓𝑗𝑗. In this paper we assume that the component state transitions due to attacker and defender actions if 
any, are instantaneous. Delayed transitions will be studied in future research.  
 
Let equation (2) represent the solution to the system of differential equations presented in equation (1), 
where �̅�𝑥0  is the initial condition [8]. It is implicit that for time 𝑡𝑡 =  0, �̅�𝑥0 =  𝑔𝑔𝑖𝑖(0, �̅�𝑥0). It is also 
implicit that 𝑓𝑓𝑖𝑖 and 𝑔𝑔𝑖𝑖 represent the same trajectories in the physical state space given the component 
state vector 𝑖𝑖. 
 

�̅�𝑥(𝑡𝑡)  =  𝑔𝑔𝑖𝑖(𝑡𝑡, �̅�𝑥0) (2) 
 
Let the probability density of the overall system state (�̅�𝑥, 𝑗𝑗,𝑑𝑑,𝑎𝑎, 𝑡𝑡)at time 𝑡𝑡 be 𝜋𝜋(�̅�𝑥, 𝑖𝑖,𝑑𝑑,𝑎𝑎, 𝑡𝑡). Let the 
conditional probability density that the system is in state (�̅�𝑥, 𝑗𝑗,𝑑𝑑,𝑎𝑎, 𝑡𝑡)at time 𝑡𝑡, given the initial state 
(�̅�𝑥0,  𝑖𝑖,𝑑𝑑0,𝑎𝑎0, 𝑡𝑡0) be denoted by 𝜋𝜋(�̅�𝑥, 𝑗𝑗, 𝑑𝑑,𝑎𝑎, 𝑡𝑡|�̅�𝑥0, 𝑖𝑖,𝑑𝑑0,𝑎𝑎0, 𝑡𝑡0) [8]. It is implicit that:  
 

𝜋𝜋(�̅�𝑥, 𝑗𝑗,𝑑𝑑,𝑎𝑎, 𝑡𝑡0|�̅�𝑥0, 𝑖𝑖,𝑑𝑑0,𝑎𝑎0, 𝑡𝑡0)  =  𝛿𝛿(�̅�𝑥  − �̅�𝑥0) ×  𝛿𝛿𝑖𝑖𝑗𝑗 ×  𝛿𝛿(𝑑𝑑0,𝑎𝑎0),(𝑑𝑑,𝑎𝑎) (3) 
 
where 𝛿𝛿  is the Dirac delta function, and 𝛿𝛿𝑖𝑖𝑗𝑗  and 𝛿𝛿(𝑑𝑑0,𝑎𝑎0),(𝑑𝑑,𝑎𝑎)  are Kronecker delta functions. The 
objective of this research is to compute the value 𝜋𝜋(�̅�𝑥, 𝑖𝑖,𝑑𝑑,𝑎𝑎, 𝑡𝑡) and to consequently estimate the 
probability that the physical state of the reactor is in a certain region of the state space at any given 
instant of time.  
 
As discussed above, the trajectories in physical state space are determined by the component state 
vector. The component state vector can change either due to random failures of components or due to 
the actions of the attacker and the defender. In summary, the trajectories in the physical state space are 
dependent on the substate (𝑖𝑖,𝑑𝑑,𝑎𝑎).  
 
Let 𝜆𝜆𝑖𝑖,𝑑𝑑,𝑎𝑎(�̅�𝑥)𝛥𝛥𝑡𝑡 be the conditional probability that there is a transition out of the substate (𝑖𝑖,𝑑𝑑,𝑎𝑎) in 
the interval 𝛥𝛥𝑡𝑡, when the system is in state (�̅�𝑥, 𝑗𝑗, 𝑑𝑑,𝑎𝑎, 𝑡𝑡). The failure rates of the components are 
dependent on the physical state �̅�𝑥 . Let 𝑝𝑝𝑠𝑠(𝑖𝑖 → 𝑗𝑗|�̅�𝑥)𝛥𝛥𝑡𝑡  be the conditional probability that the 
component state transitions from 𝑖𝑖 to 𝑗𝑗 in the interval 𝛥𝛥𝑡𝑡 explicitly due to random component failures 
when the physical state vector is �̅�𝑥 and the defender and attacker take no new actions. Additionally, 
the physical state �̅�𝑥  influences the actions of the defender as well as the attacker. Let 𝑝𝑝𝑐𝑐(𝑖𝑖 →
𝑗𝑗|𝑑𝑑′,𝑎𝑎′, �̅�𝑥)𝛥𝛥𝑡𝑡  be the conditional probability that the component state transitions from 𝑖𝑖  to 𝑗𝑗  in the 
interval 𝛥𝛥𝑡𝑡 when the defender and attacker take new actions 𝑑𝑑′ and 𝑎𝑎′ respectively at the physical 
state �̅�𝑥. The relation between 𝜆𝜆𝑖𝑖,𝑑𝑑,𝑎𝑎(�̅�𝑥), 𝑝𝑝𝑠𝑠(𝑖𝑖 → 𝑗𝑗|�̅�𝑥) and 𝑝𝑝𝑐𝑐(𝑖𝑖 → 𝑗𝑗|𝑑𝑑′,𝑎𝑎′, �̅�𝑥) is presented in equation (4) 
where 𝑝𝑝(𝑑𝑑,𝑎𝑎 → 𝑑𝑑′,𝑎𝑎′) is the probability that the defender and the attacker take new actions 𝑑𝑑′,𝑎𝑎′ 
respectively.  

 
𝜆𝜆𝑖𝑖,𝑑𝑑,𝑎𝑎(�̅�𝑥)  =  �𝑝𝑝𝑠𝑠(𝑖𝑖 → 𝑗𝑗|�̅�𝑥)

𝑗𝑗≠𝑖𝑖

 +  � 𝑝𝑝(𝑑𝑑,𝑎𝑎 → 𝑑𝑑′,𝑎𝑎′|�̅�𝑥) × �𝑝𝑝𝑐𝑐(𝑖𝑖 → 𝑗𝑗|𝑑𝑑′,𝑎𝑎′, �̅�𝑥)
𝑗𝑗𝑑𝑑′,𝑎𝑎′≠𝑑𝑑,𝑎𝑎

   (4) 

 
If the overall system state is (�̅�𝑥0, 𝑖𝑖,𝑑𝑑,𝑎𝑎, 𝑡𝑡0) initially, then the probability density that the system 
reaches the physical state �̅�𝑥 at time 𝑡𝑡 while remaining in the substate (𝑖𝑖,𝑑𝑑,𝑎𝑎) until time 𝑡𝑡 is given by 

the product 𝛿𝛿[�̅�𝑥  − 𝑔𝑔𝑖𝑖(𝑡𝑡 − 𝑡𝑡0, �̅�𝑥0)] × 𝑒𝑒−∫ 𝜆𝜆𝑖𝑖,𝑑𝑑,𝑎𝑎[𝑔𝑔𝑖𝑖(𝑠𝑠,�̅�𝑥0)]𝑑𝑑𝑠𝑠𝑡𝑡
𝑡𝑡0  where the  term 𝑒𝑒−∫ 𝜆𝜆𝑖𝑖,𝑑𝑑,𝑎𝑎[𝑔𝑔𝑖𝑖(𝑠𝑠,�̅�𝑥0)]𝑑𝑑𝑠𝑠𝑡𝑡

𝑡𝑡0  
represents the probability that the system remains in the state (𝑖𝑖,𝑑𝑑,𝑎𝑎) and consequently evolves along 
the trajectory defined by 𝑔𝑔𝑖𝑖 during the interval [𝑡𝑡0, 𝑡𝑡] and the term 𝛿𝛿[�̅�𝑥  − 𝑔𝑔𝑖𝑖(𝑡𝑡 − 𝑡𝑡0, �̅�𝑥0)] represents 
the probability density that (�̅�𝑥, 𝑡𝑡) is the only point reachable from (�̅�𝑥0, 𝑡𝑡0) along the trajectory defined 
by 𝑔𝑔𝑖𝑖 [8].  
 
3.1.  The Extended Continuous Event Tree Equation 
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Equation (5) presents the integral form of the continuous event tree equation based on the Chapman-
Kolmogorov equation [8] extended to the cyber-attack case to compute the probability density that the 
system is in state (�̅�𝑥, 𝑖𝑖,𝑑𝑑, 𝑎𝑎, 𝑡𝑡) at time 𝑡𝑡.  
 
𝜋𝜋(�̅�𝑥, 𝑖𝑖,𝑑𝑑,𝑎𝑎, 𝑡𝑡)   

=  �� 𝜋𝜋(𝑢𝑢� , 𝑖𝑖,𝑑𝑑,𝑎𝑎, 0) × 𝛿𝛿[�̅�𝑥  − 𝑔𝑔𝑖𝑖(𝑡𝑡,𝑢𝑢�)] × �𝑒𝑒−∫ 𝜆𝜆𝑖𝑖,𝑑𝑑,𝑎𝑎[𝑔𝑔𝑖𝑖(𝑠𝑠,𝑢𝑢�)]𝑑𝑑𝑠𝑠𝑡𝑡
0 � 𝑑𝑑𝑢𝑢�

𝕏𝕏
�

+ �  ���� 𝑝𝑝(𝑗𝑗
𝑡𝑡

0𝕏𝕏𝑗𝑗≠𝑖𝑖

→ 𝑖𝑖|𝑢𝑢�) × 𝜋𝜋(𝑢𝑢� , 𝑗𝑗,𝑑𝑑,𝑎𝑎, 𝜏𝜏) × 𝛿𝛿[�̅�𝑥  − 𝑔𝑔𝑖𝑖(𝑡𝑡 − 𝜏𝜏,𝑢𝑢�)] × �𝑒𝑒−∫ 𝜆𝜆𝑖𝑖,𝑑𝑑,𝑎𝑎[𝑔𝑔𝑖𝑖(𝑠𝑠,𝑢𝑢�)]𝑑𝑑𝑠𝑠𝑡𝑡
𝜏𝜏 � 𝑑𝑑𝜏𝜏� 𝑑𝑑𝑢𝑢��  

+  � � �� �� 𝜋𝜋(𝑢𝑢� , 𝑗𝑗,𝑑𝑑′,𝑎𝑎′, 𝜏𝜏) × 𝑝𝑝(𝑑𝑑′,𝑎𝑎′ → 𝑑𝑑,𝑎𝑎|𝑢𝑢� , 𝑗𝑗, 𝜏𝜏) × 𝑝𝑝(𝑗𝑗
𝑡𝑡

0𝕏𝕏𝑗𝑗𝑑𝑑′,𝑎𝑎′≠𝑑𝑑,𝑎𝑎

→ 𝑖𝑖|𝑑𝑑,𝑎𝑎,𝑢𝑢�) × 𝛿𝛿[�̅�𝑥  − 𝑔𝑔𝑖𝑖(𝑡𝑡 − 𝜏𝜏,𝑢𝑢�)] × �𝑒𝑒−∫ 𝜆𝜆𝑖𝑖,𝑑𝑑,𝑎𝑎[𝑔𝑔𝑖𝑖(𝑠𝑠,𝑢𝑢�)]𝑑𝑑𝑠𝑠𝑡𝑡
𝜏𝜏 � 𝑑𝑑𝜏𝜏� 𝑑𝑑𝑢𝑢�� 

 

(5) 

The equation has the following 3 major parts (as separated by the square parantheses): 
1. ∫ 𝜋𝜋(𝑢𝑢� , 𝑖𝑖,𝑑𝑑,𝑎𝑎, 0) × 𝛿𝛿[�̅�𝑥  − 𝑔𝑔𝑖𝑖(𝑡𝑡, 𝑢𝑢�)] × �𝑒𝑒−∫ 𝜆𝜆𝑖𝑖,𝑑𝑑,𝑎𝑎[𝑔𝑔𝑖𝑖(𝑠𝑠,𝑢𝑢�)]𝑑𝑑𝑠𝑠𝑡𝑡

0 � 𝑑𝑑𝑢𝑢�𝕏𝕏 – This integrand represents the 
probability density that the system is initially in the state (𝑢𝑢� , 𝑖𝑖,𝑑𝑑, 𝑎𝑎, 0), and reaches the 
physical state �̅�𝑥  at time 𝑡𝑡  while remaining in the substate (𝑖𝑖, 𝑑𝑑,𝑎𝑎)  until time 𝑡𝑡 , along the 
trajectory defined by 𝑔𝑔𝑖𝑖. While the integral is computed over the entire physical state space 𝕏𝕏 
is considered, the Dirac delta function 𝛿𝛿[�̅�𝑥  − 𝑔𝑔𝑖𝑖(𝑡𝑡,𝑢𝑢�)] ensures that only a specific subset of 
appropriate 𝑢𝑢� values are valid.  
 

2. ∑ ∫ �∫ 𝑝𝑝(𝑗𝑗 → 𝑖𝑖|𝑢𝑢�) × 𝜋𝜋(𝑢𝑢� , 𝑗𝑗,𝑑𝑑,𝑎𝑎, 𝜏𝜏) × 𝛿𝛿[�̅�𝑥  − 𝑔𝑔𝑖𝑖(𝑡𝑡 − 𝜏𝜏,𝑢𝑢�)] ×𝑡𝑡
0𝕏𝕏𝑗𝑗≠𝑖𝑖

�𝑒𝑒−∫ 𝜆𝜆𝑖𝑖,𝑑𝑑,𝑎𝑎[𝑔𝑔𝑖𝑖(𝑠𝑠,𝑢𝑢�)]𝑑𝑑𝑠𝑠𝑡𝑡
𝜏𝜏 � 𝑑𝑑𝜏𝜏� 𝑑𝑑𝑢𝑢�– The inner most integrand in the second part represents the 

probability density that the system is in state (𝑢𝑢� , 𝑗𝑗, 𝑑𝑑,𝑎𝑎, 𝜏𝜏)  at some intermediate time 𝜏𝜏 
between 0 and 𝑡𝑡, when the component state transitions from 𝑗𝑗 to 𝑖𝑖 due to a random event and 
not due to attacker and defender actions, and  after that the system evolves along the 
trajectory defined by 𝑔𝑔𝑖𝑖 while remaining in the state (𝑖𝑖,𝑑𝑑,𝑎𝑎) from time 𝜏𝜏 to 𝑡𝑡, and eventually 
reaches the physical system state �̅�𝑥 at time 𝑡𝑡. The sum of this probability density over all 
possible (𝑢𝑢� , 𝑗𝑗, 𝜏𝜏) is computed. The second part of equation (5) is recursive in nature, similar to 
the Chapman-Kolmogorov equation [8]. 
 

3.   ∑ ∑ ∫ �∫ 𝜋𝜋(𝑢𝑢� , 𝑗𝑗,𝑑𝑑′,𝑎𝑎′, 𝜏𝜏) × 𝑝𝑝(𝑑𝑑′,𝑎𝑎′ → 𝑑𝑑,𝑎𝑎|𝑢𝑢� , 𝑗𝑗, 𝜏𝜏) × 𝑝𝑝(𝑗𝑗 → 𝑖𝑖|𝑑𝑑,𝑎𝑎,𝑢𝑢�) × 𝛿𝛿[�̅�𝑥  −𝑡𝑡
0𝕏𝕏𝑗𝑗𝑑𝑑′,𝑎𝑎′≠𝑑𝑑,𝑎𝑎

𝑔𝑔𝑖𝑖(𝑡𝑡 − 𝜏𝜏,𝑢𝑢�)] × �𝑒𝑒−∫ 𝜆𝜆𝑖𝑖,𝑑𝑑,𝑎𝑎[𝑔𝑔𝑖𝑖(𝑠𝑠,𝑢𝑢�)]𝑑𝑑𝑠𝑠𝑡𝑡
𝜏𝜏 � 𝑑𝑑𝜏𝜏� 𝑑𝑑𝑢𝑢�  – The inner most integrand of the third term 

represents the probability density that the system is in state (𝑢𝑢� , 𝑗𝑗,𝑑𝑑′,𝑎𝑎′, 𝜏𝜏) at some time 𝜏𝜏 
between 0 and 𝑡𝑡, at which point the defender and the attacker take new actions (𝑑𝑑,𝑎𝑎) as a 
result of which the component state transitions from 𝑗𝑗  to 𝑖𝑖  and subsequently the system 
evolves along the trajectory defined by 𝑔𝑔𝑖𝑖, while remaining in the substate (𝑖𝑖,𝑑𝑑,𝑎𝑎) from time 
𝜏𝜏 to 𝑡𝑡 and eventually arrives at the physical system state �̅�𝑥 at time 𝑡𝑡. The probability that the 
defender and the attacker take a new pair of actions 𝑝𝑝(𝑑𝑑′,𝑎𝑎′ → 𝑑𝑑, 𝑎𝑎|𝑢𝑢� , 𝑗𝑗, 𝜏𝜏) i.e., the mixed 
equilibrium strategies of the defender and the attacker at physical state 𝑢𝑢�, component state 𝑗𝑗 
and time 𝜏𝜏 can be computed using a game theory based approach. It can also be observed that 
the third term of equation (5) is recursive in nature as well. 
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The conditional probability density 𝜋𝜋(�̅�𝑥, 𝑖𝑖,𝑑𝑑,𝑎𝑎, 𝑡𝑡|�̅�𝑥0, 𝑖𝑖0,𝑑𝑑0,𝑎𝑎0, 𝑡𝑡0)  that the system is in the state 
(�̅�𝑥, 𝑖𝑖,𝑑𝑑,𝑎𝑎, 𝑡𝑡) at time 𝑡𝑡 given that it was initially in the state (�̅�𝑥0, 𝑖𝑖0,𝑑𝑑0,𝑎𝑎0, 𝑡𝑡0) can be computed using 
equation (6) (see equation (3)). 
 
𝜋𝜋(�̅�𝑥, 𝑖𝑖,𝑑𝑑, 𝑎𝑎, 𝑡𝑡|�̅�𝑥0, 𝑖𝑖0,𝑑𝑑0, 𝑎𝑎0, 𝑡𝑡0)   

=  �� 𝛿𝛿[�̅�𝑥0  − 𝑢𝑢�] × 𝛿𝛿𝑖𝑖𝑖𝑖0 × 𝛿𝛿(𝑑𝑑0,𝑎𝑎0)(𝑑𝑑,𝑎𝑎) × 𝛿𝛿[�̅�𝑥  − 𝑔𝑔𝑖𝑖(𝑡𝑡 − 𝑡𝑡0,𝑢𝑢�)] × �𝑒𝑒−∫ 𝜆𝜆𝑖𝑖,𝑑𝑑,𝑎𝑎[𝑔𝑔𝑖𝑖(𝑠𝑠,𝑢𝑢�)]𝑑𝑑𝑠𝑠𝑡𝑡
0 � 𝑑𝑑𝑢𝑢�

𝕏𝕏
�

+ �  ���� 𝑝𝑝(𝑗𝑗
𝑡𝑡

𝑡𝑡0𝕏𝕏𝑗𝑗≠𝑖𝑖

→ 𝑖𝑖|𝑢𝑢�) × 𝜋𝜋(𝑢𝑢� , 𝑗𝑗,𝑑𝑑, 𝑎𝑎, 𝜏𝜏|�̅�𝑥0, 𝑖𝑖0,𝑑𝑑0, 𝑎𝑎0, 𝑡𝑡0) × 𝛿𝛿[�̅�𝑥  − 𝑔𝑔𝑖𝑖(𝑡𝑡 − 𝜏𝜏,𝑢𝑢�)] × �𝑒𝑒−∫ 𝜆𝜆𝑖𝑖,𝑑𝑑,𝑎𝑎[𝑔𝑔𝑖𝑖(𝑠𝑠,𝑢𝑢�)]𝑑𝑑𝑠𝑠𝑡𝑡
𝜏𝜏 � 𝑑𝑑𝜏𝜏� 𝑑𝑑𝑢𝑢��  

+  � � �� �� 𝜋𝜋(𝑢𝑢� , 𝑗𝑗,𝑑𝑑′, 𝑎𝑎′, 𝜏𝜏|�̅�𝑥0, 𝑖𝑖0,𝑑𝑑0, 𝑎𝑎0, 𝑡𝑡0) × 𝑝𝑝(𝑑𝑑′, 𝑎𝑎′ → 𝑑𝑑, 𝑎𝑎|𝑢𝑢� , 𝑗𝑗, 𝜏𝜏) × 𝑝𝑝(𝑗𝑗
𝑡𝑡

𝑡𝑡0𝕏𝕏𝑗𝑗𝑑𝑑′,𝑎𝑎′≠𝑑𝑑,𝑎𝑎

→ 𝑖𝑖|𝑑𝑑, 𝑎𝑎,𝑢𝑢�) × 𝛿𝛿[�̅�𝑥  − 𝑔𝑔𝑖𝑖(𝑡𝑡 − 𝜏𝜏,𝑢𝑢�)] × �𝑒𝑒−∫ 𝜆𝜆𝑖𝑖,𝑑𝑑,𝑎𝑎[𝑔𝑔𝑖𝑖(𝑠𝑠,𝑢𝑢�)]𝑑𝑑𝑠𝑠𝑡𝑡
𝜏𝜏 � 𝑑𝑑𝜏𝜏� 𝑑𝑑𝑢𝑢�� 

 

(5) 

Equation (7) presents the expected cumulative rewards received by the players i.e., the defender and 
the attacker. Here 𝛼𝛼 is used as an index and is not an exponent. 𝑅𝑅1(�̅�𝑥, 𝑖𝑖,𝑑𝑑,𝑎𝑎, 𝑡𝑡) and 𝑅𝑅2(�̅�𝑥, 𝑖𝑖,𝑑𝑑,𝑎𝑎, 𝑡𝑡) are 
the expected cumulative rewards received by the defender and the attacker respectively when the 
defender takes an action 𝑑𝑑  and the attacker takes an action 𝑎𝑎  at the physical system state �̅�𝑥 , the 
component state 𝑖𝑖 and time 𝑡𝑡. These rewards are used to compute the mixed strategies of the defender 
and the attacker using a game theory based approach [7]. The computation of mixed strategies is not 
explicitly discussed in this paper.  
  
𝑅𝑅𝛼𝛼(�̅�𝑥, 𝑖𝑖,𝑑𝑑, 𝑎𝑎, 𝑡𝑡)  
=  𝑟𝑟𝑎𝑎𝑐𝑐𝑡𝑡𝑖𝑖𝑎𝑎𝑛𝑛𝛼𝛼 (�̅�𝑥, 𝑖𝑖, 𝑎𝑎𝑎𝑎𝑡𝑡𝑖𝑖𝑎𝑎𝑎𝑎𝛼𝛼 , 𝑡𝑡)  +  �𝑝𝑝(𝑖𝑖 → 𝑗𝑗|𝑑𝑑, 𝑎𝑎, �̅�𝑥) × [𝑟𝑟𝑡𝑡𝑡𝑡𝑎𝑎𝑛𝑛𝑠𝑠𝑖𝑖𝑡𝑡𝑖𝑖𝑎𝑎𝑛𝑛𝛼𝛼 ( 𝑖𝑖, 𝑗𝑗) ]

𝑗𝑗

 

+  �  𝑝𝑝(𝑖𝑖 → 𝑗𝑗|𝑑𝑑, 𝑎𝑎, �̅�𝑥) × ����� 𝜋𝜋(𝑢𝑢� , 𝑘𝑘,𝑑𝑑′, 𝑎𝑎′, 𝜏𝜏|�̅�𝑥, 𝑗𝑗,𝑑𝑑, 𝑎𝑎, 𝑡𝑡) × 𝑅𝑅𝛼𝛼(𝑢𝑢� , 𝑘𝑘,𝑑𝑑′, 𝑎𝑎′, 𝜏𝜏)𝑑𝑑𝜏𝜏
𝑡𝑡𝑚𝑚𝑖𝑖𝑚𝑚𝑚𝑚𝑖𝑖𝑚𝑚𝑚𝑚

𝑡𝑡
� 𝑑𝑑𝑢𝑢

𝑑𝑑′,𝑎𝑎′𝑘𝑘𝑗𝑗

 

(7) 

 
It can be noticed that equation (5) is a recursive equation as well and the three terms in equation (5) 
are explained below: 

1. 𝑟𝑟𝑎𝑎𝑐𝑐𝑡𝑡𝑖𝑖𝑎𝑎𝑛𝑛𝛼𝛼 (�̅�𝑥, 𝑖𝑖, 𝑎𝑎𝑎𝑎𝑡𝑡𝑖𝑖𝑎𝑎𝑎𝑎𝛼𝛼, 𝑡𝑡): 𝑟𝑟𝑎𝑎𝑐𝑐𝑡𝑡𝑖𝑖𝑎𝑎𝑛𝑛1 (�̅�𝑥, 𝑖𝑖, 𝑑𝑑, 𝑡𝑡) is the cost incurred by the defender for taking the 
action 𝑑𝑑  at the physical system state �̅�𝑥 , the component state 𝑖𝑖  and time 𝑡𝑡 , while 
𝑟𝑟𝑎𝑎𝑐𝑐𝑡𝑡𝑖𝑖𝑎𝑎𝑛𝑛2 (�̅�𝑥, 𝑖𝑖, 𝑎𝑎, 𝑡𝑡) is the cost incurred by the attacker for taking the action 𝑎𝑎 at the physical 
system state �̅�𝑥, the component state 𝑖𝑖 and time 𝑡𝑡. 
 

2. ∑ 𝑝𝑝(𝑖𝑖 → 𝑗𝑗|𝑑𝑑,𝑎𝑎, �̅�𝑥) × [𝑟𝑟𝑡𝑡𝑡𝑡𝑎𝑎𝑛𝑛𝑠𝑠𝑖𝑖𝑡𝑡𝑖𝑖𝑎𝑎𝑛𝑛𝛼𝛼 ( 𝑖𝑖, 𝑗𝑗) ]𝑗𝑗  is the expected immediate reward received by the 
player 𝛼𝛼 when there is a transition out of the component state 𝑖𝑖 due to the pair of actions 
(𝑑𝑑,𝑎𝑎). The term 𝑟𝑟𝑡𝑡𝑡𝑡𝑎𝑎𝑛𝑛𝑠𝑠𝑖𝑖𝑡𝑡𝑖𝑖𝑎𝑎𝑛𝑛𝛼𝛼 ( 𝑖𝑖, 𝑗𝑗) is the immediate reward received by the player 𝛼𝛼, when the 
component state transitions from 𝑖𝑖  to 𝑗𝑗  due to the pair of actions (𝑑𝑑,𝑎𝑎) , where 𝑝𝑝(𝑖𝑖 →
𝑗𝑗|𝑑𝑑,𝑎𝑎, �̅�𝑥) is the probability of that transition. 
 

3. ∑  𝑝𝑝(𝑖𝑖 → 𝑗𝑗|𝑑𝑑, 𝑎𝑎, �̅�𝑥) × ∑ ∑ ∫ �∫ 𝜋𝜋(𝑢𝑢� , 𝑘𝑘,𝑑𝑑′, 𝑎𝑎′, 𝜏𝜏|�̅�𝑥, 𝑗𝑗,𝑑𝑑, 𝑎𝑎, 𝑡𝑡) × 𝑅𝑅𝛼𝛼(𝑢𝑢� , 𝑘𝑘,𝑑𝑑′, 𝑎𝑎′, 𝜏𝜏)𝑑𝑑𝜏𝜏𝑡𝑡𝑚𝑚𝑖𝑖𝑚𝑚𝑚𝑚𝑖𝑖𝑚𝑚𝑚𝑚
𝑡𝑡 � 𝑑𝑑𝑢𝑢𝑑𝑑′,𝑎𝑎′𝑘𝑘𝑗𝑗  – 

represents the expected future rewards received by the player 𝛼𝛼. At the physical system state 
�̅�𝑥, the component state 𝑖𝑖 and time 𝑡𝑡, when the defender takes the action 𝑑𝑑 and the attacker 
takes the action 𝑎𝑎 there is an immediate transition in the component state from 𝑖𝑖 to 𝑗𝑗, and the 
new system state is (�̅�𝑥, 𝑗𝑗,𝑑𝑑,𝑎𝑎, 𝑡𝑡). The term 𝑅𝑅𝛼𝛼(𝑢𝑢� ,𝑘𝑘,𝑑𝑑′,𝑎𝑎′, 𝜏𝜏) represents the reward received 
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by the player 𝛼𝛼  at some future state (𝑢𝑢� ,𝑘𝑘,𝑑𝑑′,𝑎𝑎′, 𝜏𝜏)  at time 𝑡𝑡 <  𝜏𝜏 <  𝑡𝑡𝑚𝑚𝑖𝑖𝑠𝑠𝑠𝑠𝑖𝑖𝑎𝑎𝑛𝑛 , physical 
system state 𝑢𝑢�  and component state 𝑘𝑘, when the defender takes action 𝑑𝑑′ and the attacker 
takes an action 𝑎𝑎′. The term 𝜋𝜋(𝑢𝑢� ,𝑘𝑘,𝑑𝑑′,𝑎𝑎′, 𝜏𝜏|�̅�𝑥, 𝑗𝑗,𝑑𝑑,𝑎𝑎, 𝑡𝑡) represents the conditional probability 
density of arriving at the system state (𝑢𝑢� ,𝑘𝑘,𝑑𝑑′,𝑎𝑎′, 𝜏𝜏) given that the initial state is (�̅�𝑥, 𝑗𝑗,𝑑𝑑,𝑎𝑎, 𝑡𝑡). 
The probability that the players take the pair of actions (𝑑𝑑′,𝑎𝑎′) at (𝑢𝑢� ,𝑘𝑘, 𝜏𝜏) is encoded in this 
conditional probability density.  

 
 
4.  CONCLUSIONS AND FUTURE WORK 
 
The increasing digitalization of nuclear power plants and the growing prevalence of cyber-attacks on 
industrial control systems makes it necessary to study and quantify cybersecurity risks. The dynamic 
probabilistic risk assessment framework which includes a physics based model of the system and 
considers the timing of events such as component failures or operator errors and even cyber-attacks 
provides the most appropriate set of tools to quantify the risks associated with cyber-attacks on 
nuclear power plants. 
 
In this paper we expanded the theory of continuous event trees to the context of cybersecurity and 
presented a Chapman-Kolmogorov equation based integral equation to calculate the probability 
density that the system is in a certain state at any instant of time. Additionally, we presented the 
equations to compute the expected cumulative rewards to be used in game theory based modeling of 
cyber-attacks. We presented an architecture to perform DPRA analysis for nuclear power plants cyber 
security. The proposed DPRA simulation architecture will be implemented and the continuous event 
trees framework for cybersecurity will be expanded to consider delayed state transitions and operator 
errors in future research.  
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