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Abstract: The occurrence of work accidents can threaten the health of workers and have managerial 

and financial consequences for organizations. In this context, accident investigation reports contain 

information that can support companies to propose preventive and mitigative measures and identify 

causes and consequences of injuring events. However, this information is frequently complex, 

redundant and/or incomplete. Additionally, a complete human review of the entire database is arduous, 

considering numerous reports produced by a company. Thus, Natural Language Processing (NLP)-

based techniques are suitable for analyzing a large amount of textual information. In this paper, we 

adopted NLP techniques to determine whether an injury leave would be expected from a given accident 

report. The methodology was applied on accident reports collected from an actual hydroelectric power 

company using Bidirectional Encoder Representations from Transformers (BERT), a state-of-art NLP 

method. The text representations provided by BERT model were combined with numerical and binary 

features extracted from the accident reports. These combined features are fed into a Multilayer 

Perceptron (MLP) that predicts the occurrence of accidental leave for a given accident. After cross-

validation, the results showed a median accuracy of 64.5%. Indeed, accident investigation reports 

provide useful knowledge to support decisions in the context of safety at managerial levels of the 

organization. 

 

 

1.  INTRODUCTION 
 

Statistics provided by the International Labour Organization (ILO) demonstrate that working conditions 

in many countries have not changed to the point of significantly reduce the problem of occupational 

injuries [1], [2]. Occupational accidents pose negative consequences to employees, environment, and 

people surrounding the location where the event takes place. Characteristics related to occupational 

accidents are usually documented as accident reports [3]. Thus, accident reports contain information 

that can be exploited to prevent the occurrence of similar accidents and promote workplace safety, as 

well as predict any consequences of the events that have already occurred [4], [5]. 

 

According to the Brazilian National Institute of Social Security [6], the organization must pay the 

employee’s salary within 15 days of leave, after which the government will pay the employee’s social 

security benefit. However, for the company, it is still mandatory to collect the worker’s guarantee fund, 

in addition to the possibly hiring a new employee for the task. Indeed, significant research effort has 

been put into the analysis of occupational accidents regarding the assessment of accident and recovery 

rates [7]. Machine Learning (ML) algorithms have been extensively applied for text classification [8]–

[10]. In the context of accident reports, automatic and precise categorization of accident events would 

remove a cumbersome manual task from the current strategy for handling these reports [11]. 

 

Natural Language Processing (NLP) describes a wide range of mathematical and linguistic approaches 

to interpret, evaluate and generate human text and speech [12], [13]. As the NLP model’s performance 

strongly depends on the quantity and quality of the annotated input data [14], representation-learning 
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models, such as Bidirectional Encoder Representations from Transformers (BERT), have been shown 

to improve many NLP tasks, by employing unsupervised pre-training techniques to learn language 

representations from large-scale raw texts [15]. BERT was pre-trained by Google on an extremely large 

corpus (Wikipedia). During pre-training, the model learns the relation between words within a sentence 

and between sentences. Several pre-trained versions of the model are currently available. Thus, we can 

further train BERT to perform a supervised learning task by adding a database [16]. 

 

Using a 6-year historical database, this study aims to analyze a real accident investigation reports 

database from a Brazilian hydroelectrical company. These reports are structured based on the Brazilian 

Standard ABNT NBR 14280 - Workplace accident record [17] and contain different fields to 

characterize the accidents. Thus, the goal is to determine based on several accident characteristics, 

whether there will be an injury leave. The proposed model would be used in practice to process new 

accident reports, in which the safety technician would fill out an incident report and the model would 

provide as an output the injury leave or not of the employees. Managers can use the model to reorganize 

their workforce due to the loss of human resources in jobs, or even assist in the management of financial 

resources such as the need to pay leave or hire temporary employees. Here, we consider not only the 

accident description, which is written by the company's safety technician and by the injured employee, 

but also other numerical and categorical information presented in the database such as the use or not of 

PPE (Personal Protective Equipment) and the years of employee's work. The proposal is to use BERT 

model to process the text input, which, when concatenated with the non-textual inputs, feeds a classifier 

model. It is known that their pretraining techniques can then be used to fine-tune the models in NLP 

tasks with small data available [18]. The remainder of this article is organized as follows: Section 2 

describes the proposed methodology, conceptualizing the techniques used throughout the paper. Section 

3 presents the characteristics of the dataset as well as the applied methodology. Section 4 details the 

results of several analyses performed for the classification task. Section 5 concludes remarks and 

discusses the limitations and implications for further application.   

 

2.  METHODOLOGY 
 

Accident reports are not usually restricted to the event description, they usually contains fields that need 

to be filled in with information regarding the injured subject, and other numerical or binary information 

to detail the accident. This information can be used to identify common causes, consequences and 

sources of accidents, as well as to propose preventive and mitigative measures. One common approach, 

when applying models to process natural language, such as BERT, is to combine numerical and 

categorical features of interest, with textual features by converting all features to text [16], [19]. 

However, although BERT can understand natural language, it may not be able to capture all information 

contained in values relative to continuous numbers, or even a large amount of discrete numbers [20]. 

Thus, an alternative approach is to concatenate the non-textual features for BERT embedding and 

classify the resulting vector through a neural network. A schematic overview of our proposed 

methodology is shown in Figure 1.  
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Figure 1. Overview of the proposed methodology. 

 

 
 

The pre-trained BERT model is fine-tuned with text features extracted from the accident reports. 

However, when we deal with these reports, other features may be of interest to the problem. The 

objective is to select textual features (e.g., accident descriptions by safety technician and injured 

employee), numerical features (e.g., years of experience of the injured person, age of the worker) and 

binary features (e.g., the use of PPE, training in occupational safety) that can be used as predictor 

variables in a classification model. There are no feature limits, however, it is important to be aware of 

BERT’s sequence length limit of 512 tokens. 

 

Then, the texts are preprocessed to remove noise and then fed into BERT. Next, numeric, and binary 

features will be concatenated to the 768 standard BERT features that will be used to represent the textual 

variables. These combined features are input to a Multilayer Perceptron (MLP) for final classification. 

Each step was developed in the Python computational language and is detailed below.   

 

2.1.  Text Preprocessing 

Textual data frequently present noise, such as different variations of capitalization for the same word, 

punctuation, and special characters. Once the dataset has been collected in a usable format, pre-

processing of textual data can be initiated [21]. Hence, three preprocessing operations are applied to 

transform the input sentences into a cleaner format that can improve the learning process: (i) 

lowercasing, (ii) stop words filtering, and (iii) tokenization. Additionally, data augmentation (DA) was 

applied to obtain a larger and balanced training set of accident descriptions, aiming to improve the 

performance of the classifier as more data are available [22].  

The lowercasing and stop word filtering are implemented using regular expression operations and NLTK 

library [23], the tokenization was performed using the tokenizer provided by transformers library [24], 

and the DA was implemented using nlpgaug [25], which is a library dedicated to textual augmentation 

in ML experiments. Simply put, replacing some words by synonyms, such as ‘machinery’ for ‘engine’, 

preserves the same content but generates a new sentence. More specifically, we used word.synonym 

function for the which performs word replacement from the large lexical database WordNet. To train 

and test the classifiers, we split each category into an 80/20 training/testing ratio.  

Lowercasing all data is simple and one of the most effective processes to solve data sparsity issues, and 

it should be applied to improve accuracy for all languages and domains [26]. Next, stop words filtering 
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was used to identify the content information, in which non-informative terms are removed (e.g., ‘the’, 

‘it’, and ‘is’). In addition, to mark the beginning and the end of each sentence, it was necessary to add 

[CLS] and [SEP] respectively; this is because BERT was pre-trained using the format [CLS] sentence 

[SEP].  

Furthermore, it is essential to use the same tokenization to fine-tune a pre-trained model; for this reason, 

we used the ‘BertTokenizer’ backed by transformers library, which splits the sentences into a sequence 

of tokens according to punctuation and sub-word units, converts raw text to sparse index encodings, 

and stores the vocabulary token-to-index map. Thus, the cleaned sentences were processed by the 

tokenizer. In addition, the tokenizer transforms all strings to a maximum length by adding zeros, since 

the model requires inputs that have the same shape and size. 
 

2.2.  BERT and MLP 

In its raw format, the corpus is useless for algorithms that work on numeric feature spaces. For this 

reason, it must be preprocessed and converted into a standard format for distilling knowledge (e.g., as 

input to an ML model), which consists of discovering patterns and identifying information through the 

application of different mechanisms on the vectorized corpus [27]. Moreover, processed texts need to 

be converted into a numerical representation, a feature vector that can be used as inputs for supervised 

and/or unsupervised algorithms. However, obtaining high-quality word representations is quite 

challenging because they should represent the syntax, semantics, and context of a word [28]. 

BERT consists of a multi-layer transformer encoder; transformer is an architecture developed by 

Vaswani [29] entirely based on attention mechanisms that learn contextual relations between words in 

a text. Nevertheless, training these models from scratch would require large datasets and a long time to 

converge. Thus, pre-trained word representations have been the key component to improve different 

NLP tasks. Several pre-trained versions of the model are available for download; thus, we can further 

train BERT to perform a supervised-learning task by adding untrained layers of neurons on top of the 

pre-trained model. In general, during fine-tuning, the pre-trained parameters are adopted to initialize 

the model and then they are fine-tuned using specific labeled data to solve the supervised task. 

 

2.3.  Modeling Process 

We used the Pytorch implementation of pre-trained BERT available at transformers library [24], which 

provides Application Programming Interfaces (APIs) to quickly download and use several pre-trained 

models on a given text, and thus fine-tune them on our own datasets. We here built our model on top of 

the ‘bert-base-multilingual-cased’ version of the ‘BertForSequenceClassification’ model that is a 

version pre-trained in 104 languages (including Portuguese, in which our text data are originally 

written). 

The MLP implemented has 770 nodes in the input layer (dimension of our combined input vector) and 

the dimension of the MLP layers was defined as (
1

4
) of the nodes of the previous layer. Thus, the 

resulting MLP has 4 hidden layers with 192, 48, 12 and 3 nodes, and a final layer with 2 nodes (since 

we are performing a binary classification).  

We apply a cross-validation (CV) algorithm based on the leave-𝑃-out cross-validator (LPO-CV) [30], 

to evaluate the performance of our model. Using the CV has a high chance of detecting whether our 

model is being overfitted. In this way, the LPO-CV method creates all the different training/validation 

sets revoking 𝑝 samples from the entire set. For 𝑛 samples, this method produces (
𝑛

𝑝
) train-test pairs. 

Unlike K-Fold, the test sets will overlap for 𝑝 > 1. 
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From this, a confusion matrix with the prediction of the test data for each run was formed, in order to 

assist in the performance evaluation of the models. The classifier’s performance has been evaluated 

considering the classification accuracy, 𝐴, as seen in Equation (1: 

𝐴 =
𝑇𝑃 +  𝑇𝑁

𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 +  𝐹𝑁
 

 

(1) 

where 𝑇𝑃, 𝑇𝑁, 𝐹𝑃 and 𝐹𝑁 are the numbers of true positives, true negatives, false positives, and false 

negatives, respectively. Thus, the next section will present the results. 

 

3.  APPLIED METHODOLOGY 

 
The database is presented in the form of a spreadsheet, where rows correspond to an accident 

investigation report and columns are characteristics about the event itself (e.g., location, causes, 

accident agent, consequences, financial impact) and employee involved in the event (e.g., job position, 

experience in the activity, training, injury leave). The dataset contains 626 reports that describe, in 

Portuguese, accidental events that occurred in a 6-year period.  

 

In this database, the safety technician grouped the accidents based on NBR 14280 [17]. The high 

number of characteristics may lead to believe that the descriptions of the events are detailed. However, 

there are some gaps in filling throughout the reports. In addition, the lack of standardization in the 

description of characteristics can hinder the efficient use of the accident investigation report database 

to support decision-making for risk management. 

 

After evaluating all the features present in the reports, we consider that four of them represent a relevant 

source of information for the classifier: (i) accident description (provided as free text by safety 

technician), (ii) accident description (provided as free text by injured employee), (iii) use of PPE during 

the accident (binary variable), and (iv) the employee’s length of experience (continuous variable). Thus, 

we removed the accident samples that did not present these features filled in the report. The binary 

feature assumes 0 value if the employee was not using PPE and 1 otherwise. The continuous variable 

was scaled between 0 and 1. Finally, the text data were preprocessed as described in the following 

section. 

 

3.1.  Preprocessing Dataset 

 

After the feature selections, it is necessary to preprocess the textual features. First, lowercasing and, 

stop words filtering procedures were performed. Here, after the 80/20 split, the DA procedure was 

applied to the test set to: (i) balance the injury leave category; (ii) to increase the dataset. Therefore, the 

training set consists of 1000 samples among augmented and original descriptions (495 original), 

whereas the test set contains 131 non-augmented descriptions (78 reports of injury leave and 53 reports 

of non-injury leave). The sentence length of these reports varies according to the detail of each accident, 

providing different terms for vocabulary training. Next, during the tokenization process, we added 

[CLS] and [SEP] to mark the beginning and end of each sentence, making the sentences usable by 

BERT who have been pre-trained using this format. Table 1 shows the post tokenization sentence. 

 
Table 1. Example of tokenization procedures in an adapted description. 

Procedures Description 

Tokenization [CLS] [the] [employee] [was] [working] [in] [the] [warehouse] [when] [he] [tripped] [and] 

[fell] [fracturing] [his] [right] [arm] [SEP] 

 
After the sentences are cleaned up and tokenized, we transform them to a maximum length of 300 

tokens for all sentences by adding zeros so that all inputs have the same shape and size. From there, the 
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textual features will go to the BERT which will be concatenated with the other features, and finally feed 

the MLP classifier. 

 

3.2.  BERT and MLP Applied 

 

Finally, the processed texts are converted into a numerical representation using BERT. Thus, we can 

feed the ML model with the concatenated vector, as shown in Figure 2. The first tensor represents the 

textual feature after tokenization and encoding, the second tensor refers to the binary feature, and 

finally, the third tensor represents the numeric feature after normalization. These combined features are 

input to an MLP that predicts the occurrence of the accident leave for a given accident, 0 for an accident 

without injury leave, and 1 otherwise. Instead of adopting a simple strategy of combining all features 

as text and feeding it through BERT, the numerical/binary features are treated separately to improve 

classifier performance. 

Figure 2. Tokenization and encoding concatenated vector 

 
 

4. RESULTS AND DISCUSSIONS 

We considered 10 different training/validation sets, randomly split in a proportion of 90/10, to avoid 

biases and to account for the variability. It is noteworthy that, unlike 𝑘-fold CV, the validation set 

samples may overlap considering the different split of the complete set. Considering this, we computed 

the median and standard deviation for the accuracy of the test set classification, seen in Table 2. 

 
Table 2. Median and standard deviation for the accuracy test set. 

Median Standard deviation 

64.5 % 1.64 
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Despite the median being around 64%, one of the models (rounds) achieved the best test accuracy of 

66%. In fact, seven of the ten (7/10) rounds had test results greater than or equal to 64%, with the 

smallest four achieving close results (62%). Figure 3 shows the confusion matrix for the results of one 

round of cross-validation on the test set, where 0 represents no injury leave and 1 represents that there 

was a leave. 

Figure 3. Confusion matrix for classification of test data with the best result. 

 

As one can see, there were 24 FP and 21 FN in the test set classification, which means that 24 accidents 

that did not lead to injury leave were erroneously classified as accidents that led to injury leave; 

meanwhile 21 accidents that led to injury were misclassified as accidents that did not lead to injury 

leave. For false positives, time and resources for planning could be spent unnecessarily. However, the 

plans would only be put into practice when there was the injury leave. The false negative, on the other 

hand, would take more time to reorganize tasks with the worker absent, as employees would be expected 

to return to their jobs, which in fact did not happen. 

However, there is a need for curation of data, a restructuring of the database and clarification in the 

completion of reports, especially in fields with dubious meanings. Thus, a model that correctly predicts 

may provide useful information that can support managers to propose a plan to effectively deal with the 

worker leave. 

 

5. CONCLUSION 
 

In this paper, we inferred the occurrence of injury leaves for occupational accidents based on the 

analysis of a dataset of accident investigation reports from a hydroelectric power company. More 

specifically, we propose an approach that considers, in addition to the accident description, binary 

information such as the use or not of PPE at the time of the accidents and numerical information such 

as the years of work of the injured employee. These textual, binary, and numerical features were 

combined, and the resulting vector was trained by the MLP classifier. 

 

The results with CV achieved 64.5% and 1.64% of median accuracy and standard deviation, 

respectively. The best performance reached 66% of accuracy. In fact, all models (rounds) showed 

accuracy above 60%. Thus, the correct prediction of the injury leaves can provide useful information 

that helps managers effectively deal with the worker's absence and its consequences (costs, work 

replanning). However, here, the lack of standardization of the descriptions and the absence of terms to 

describe the severity of the situation and accidents with injury leave, even with the use of PPE, may 

have contributed to misleading the classifier. Indeed, it was possible to trace the low quality of the 

database with the performance of the model. Another point is that difficulties in filling out the reports 

are a common problem already mentioned by the safety technician, in which some fields seem to be 

confused about their meaning. The high number of factors may lead to believe that the descriptions of 

the events are minutely detailed, however, filling of the long report makes the process of documenting 

the accidental event boresome. 

 

In this work, even using the DA procedure to balance the injury leave category, the results of the 

different models reached an accuracy lower than 70%. One possible reason is that accident reports are 
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grouped into nine different accident agent classes. These classes, which represents the object, substance, 

or environment to which the unsafe condition is related, and which caused the accident, is a source of 

information to identify common elements associated to accidents. Thus, accidents of certain classes 

occurred a minimum number of times, making this event unprecedented and causing the model to 

classify it based on other reports, presenting a different severity than what actually happened.  

 

In future research, we intend to analyze the same approach for some of these specific classes. In 

addition, we will consider a broader problem, such as predicting the number of days of injury leave and 

accident costs associated with injury leaves. As recommendations, there is a need to improve 

procedures, especially in filling out the report, making it more streamlined and elucidating the 

difference between the fields. In addition,  training on how to fill out the accident reports and a possible 

review in order to identify missing points or misspelled words. 
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