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_           
Abstract: This paper presents a warning system and risk management model, in which early signals of 
cyber threats are generated using machine learning and artificial intelligence. Cyber threats and attacks can 
be modeled as a set of discrete observable steps called a “kill chain”. The data support automatic defensive 
responses based on decision analysis and machine learning, before losses occur. A hybrid AI system (robot 
and human being) guides decisions to open or close gates in a system, based on attack signals at the 
beginning of the kill chain.  
______________________________________________________________________________            _ 
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1. INTRODUCTION TO CYBER RISK 
 

      Organizations must defend their information systems from threats of cyber-attacks because they rely on these 
systems for operations and the storage of confidential/sensitive data.  A probabilistic analysis of cyber risks 
based on systems’ analysis and probability allows characterizing the risk and guiding risk management 
decisions [1]. Threats from attackers need to be recognized and blocked. At the same time, legitimate 
customers need to have access to that system. The question is to distinguish between the two cases. As in 
classical engineering risk analysis, defended systems can be decomposed into their parts, but cyber analysis 
must focus primarily on the threat itself. Here, the cyber risk management domain includes three distinct 
categories of actions: 
• Offense i.e., activities involving exploitation or attempted exploitation of unknown systems [2].  
• Active defense involving a dedicated work force and tools that control and update the defensive posture. 
• System Operation and Development involving defensive security practices such as password change, 

token management, software design, and network design. 
 

       In practice, cyber security efforts are executed after damage has occurred [3]. Enhancing these cyber 
security practices involves improving both network and software (host) security. General network defense 
includes cryptography, internet-security protocols, user authentication, firewalls, and intrusion protection 
[4], [5]. Software security means better software design [6], [7], [8]. To be most effective, defenders must be 
able to identify hostile activity at an early stage and to obtain warnings with enough lead time [7].  

 
 Defenders continuously react to new information and update their organization’s security policies. What we 

propose here is the integration of machine learning techniques, expert analysis, and decision making. Warning 
systems are built using machine learning models based on threat actors’ behavior, a digital fingerprint recorded 
security device databases [9], [10].  These behaviors are identified via forensic activities, however, network 
defenders are often overwhelmed by the high prevalence and ignore them [9]. However, in recent years, the 
increase in computing power has made it possible to integrate Artificial Intelligence (AI) and human 
operators in hybrid systems [10]. This integration allows for the scale needed to properly react to digital all 
relevant forensic evidence. 

 
       A system analysis allows identification of a ‘gate-set‘, defining access control decisions for the defended system 

which balance security and effectiveness. The defender controls a series of gates, which they can either 
leave open or close.  The goal of the system’s defender is to find an optimal gate-set policy (open or close 
the gates inside the system) as quickly as possible. The model in this paper thus includes two decision 
analyses: (1) for the robot to decide to close a gate or to pass the hand to the human-in-the-loop with a risk 
attitude programmed in the machine algorithm, and (2) for the operator either at the beginning to train the 
robot, or when later called upon by the robot to decide. It is assumed here that the risk attitude is the same 
for the robot and the human expert. 

 
2. BACKGROUND 

       In recent years, nation-states as well as private actors have been acting both as defender and attackers. The 
United States created a Cyber Command, and currently, over 60 countries have commissioned similar 
military units [11]. Active cyber attackers  also include activists, criminals or state-sponsored non-government 
groups. For instance, the international hacker community known as Anonymous has taken credit for a broad 
range of offensive activities from defacing websites to directing attacks [12]. 

       It is a challenge to secure cyber systems [13]. Uncertainties abound; however, models can help. Cyber 
models are abstract representations of the real world. Three common types of cybersecurity models are 
physical, graphical, and mathematical.  
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The physical model is a scaled down representation of an information network, e.g., the National Cyber 
Range of the United States [14]. A graphical model is commonly used to represent the general system 
architecture, but it is limited to physical topology. For instance, UML and SysML provide a graphical 
foundation and basic interface definitions but do not include the semantics (language) level and the 
fundamental uncertainties associated with the cyber domain. Mathematical models can represent 
information, inter-connections, and semantics in an abstract quantitative form. Automatically generating 
attack graphs is the most popular method of modeling cybersecurity systems using mathematics. Significant 
research on the application of quantitative methods to graphical models has been explored in the literature 
[15],[16]. 

       In this context, a graph is a network of nodes and edges, rather than a visual network topology.  New models 
are needed to include complex interactions and actors, as well as actionable parameters for risks and 
decisions. Network systems are deployed to maximize the defenders’ visibility and situational awareness in 
order to do threat detection and response. Security devices are commonly placed at the boundary of a 
defended system that routes inbound and outbound traffic through a set of monitored devices. For example, 
firewalls are a common device found in a security stack. 

              Typically, threat detection is followed by a defensive response involving a change in access to the system. 
Two approaches are used for access control: blacklisting and whitelisting. Blacklisting is the practice of 
rejecting something if the sensor rule is met. Whitelisting means rejecting everything that does not match a 
rule. Firewalls can restrict networks from communicating directly with external geographical locations (or 
entities) that the defender considers of high risk. Such activity restrictions are commonly referred to as 
“blocking”. Whitelisting determines access based on a set of known, non-threat signatures, thus reducing 
the value of a system for entities that interact with the general population.  
One common approach to standardization of incident response (the process of updating access control) and 
study of events is to use a framework such as the ‘cyber kill chain’ [6], [7], developed by Lockheed Martin 
Corporation (see Table 1). The lead time for the first 3 signal types are weeks, days and minutes; zero for 
the others. 
The use of machine learning facilitates the automation of signature recognition and threat detection and 
response by relying on historical data.  

Table 1: Cyber Kill Chain Stage 

Steps i,               Examples of signal                      
1.Recon.            Boundary access behavior  
2.Weaponize     Rate of vulnerability of systems 
3.Deliver           Virus detection in IDS systems 
4.Exploit           Anomaly in behavior 
5.Control           Improper access control us 
6.Execute          Anomaly of data transmission 
7.Maintain         Pattern in external communications 
_____________________________________________________________________________________ 
 
Behavior-based detection is one solution to the limitations of black- and white-listing. One common approach 
similar to behavior-detection techniques is anomaly detection, similar to statistical hypothesis testing [17]. 
In this paper, a broader interpretation of behavior-based techniques allows using robust machine-learning 
methods. A small sample of recent methods includes regression, deep learning [18], [23], clustering [24], 
and Bayesian networks [4], [5], [15]. The following section presents a decision support model, which 
leverages machine learning to identify and warn of threat actor behaviors early in the kill chain. 
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3. MODEL OF SYSTEM DEFENSE OPERATIONS/DECISIONS 

This model is meant to support the decisions of the system defender. It is limited to a single organization, 
with a specified risk preference, conducting active defense through a “super-agent” combining a machine and 
a human being in which the robot can either make an automatic decision or pass the hand to the human in 
the loop (Fig. 1).  

 

            Figure 1 The “Super-Agent”: Robot and Human Cyber-Defense Policy Making 

 The objective is to identify and deploy an optimal defensive policy consisting of a set of decisions that 
maximize the defender’s expected utility. The goal in practice is to allow legitimate actors to use the system 
and to block threat actors. The defender must thus develop a defensive posture that balances uncertainties, 
allowing entrance to as many customers as possible while blocking likely threats. 

The decision space for the system’s defender consists of a series of blocking actions (closing gates). The 
uncertainty is that closing selected gates may block legitimate network activity, resulting in a cost to the 
defender’s organization Figure 2 shows a simple view of the defender’s decision space over a single discrete 
confidence. Signals (or warnings) of possible attacks at each gate are generated by machine learning from 
time interval governed by the kill chain, Timing matters. Optimal policies involve acting at early stages, 
when signals can be observed with sufficient historical data updated as new information is acquired, real-
time context, and threat intelligence. 

                         Figure 2: Cyber security decisions as opening or closing gates 
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Three key elements of the model are thus: the Bayesian updating that allows the machine to learn as new 
observations are added to the system; the encoding of the prior probabilities that each possible type of actor 
may attempt a cyber-attack; and the choice of a type of distribution for the probability (prior and posterior) 
of each key factor affect the decision. The Bayesian updating adopted here consists in choosing a prior for 
each factor and a probability distribution for the likelihood of the signals.  

 
3.1 Defender’s decision model: Influence diagram 

The purpose of an influence diagram is to represent the uncertainties of the systems components’ 
performance and their dependencies in the decision to be made (here, the defensive response). Figure 3 
represents the decision model of the defenders as an influence diagram. 
  

 
 
                                      Fig. 3: Influence Diagram for a Cybersecurity Defender 
. 
Figure 3 yields the risk of a cyber-attack at a given time and the related uncertainties from the defender’s 
point of view. It includes decisions, random variables, events, and their dependencies. The nodes are 
deterministic double-ovals (DN), rectangular decision nodes (DCN), or oval for random variables and 
events (RV). The arrows represent dependencies among nodes 
 
The nodes of the influence diagram are: 
• Organization Type: Type of Organization, i.e., Government, Small business. (DN)  
• Strategic Defensive Posture: The decision on technical defensive capabilities.(DCN). 
• Cyber Actor: Actor (good or bad) that interacts with the defended system. (RV). 
• Cyber Actor Behavior: A set of the behaviors observed from the security stack. (RV). 
• Threat Intelligence: Near-term information gathered outside the defended system, about threat 

actors. (RV). 
• Open-Source Signatures: Near-term open-source information collected about threat actors. (RV). 
• Historical Behavior: Long-term observed behavior associated with specific actors in the defended 

system. (RV). 
• Specific Behavior: current combination of attributes for behaviors of actors in real time. (RV). 
• Cyber Threat: The short-term probability that the current actor is a threat (RV) 
• Machine Defensive Response: The decision of the system defender. DN given the rules encoded in 

the software. 
• Human Defensive Response: The decision of the system defender (DCN). 
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• Successful Attack: The uncertainty about the success of an attack if the actor is a threat given the 
signals. (RV). 

• Legitimate Use Denied: The uncertainty   about access denial to a legitimate actor (RV). 
• Cost: Incurred by the defender (RV) 
   

The uncertainty about cyber actors is influenced by the defender’s type of organization.  An observed 
behavior, along with external and historical information, determines the success of an attack, as well as a 
denial of legitimate use, determine the cost, or the effect of errors on the defended system. 
 

3.2 Strategic Defensive Posture 

The mathematical model is based on an expected utility optimization over time through the tuning of a set 
of decisions. Circumstantial conditions can support policy development governed by long-term strategic 
choices made when designing the information system, including: 
• Central database design 
• Defensive security-stack technology 
• Risk-tolerance thresholds encoded in the system. 
Strategic defensive postures are based on thresholds of acceptable risk. Decisions include the purchase of 
risk management technologies (the security stack) such as Intrusion-Detection-Systems (IDS), firewalls, 
and proxies. The amount and the type of data collected from the stack are determined by the choice of a 
database technology. 

In general, the more significant the investment in the security stack and central repository, the greater the 
decision space and amount of data available to the system defender.  
 

The strategic posture of a defender defines the decision space for responding to events. The more resilient 
the defensive system, the greater the number of possible actions after or during an attack. At the most basic 
level, a defensive system typically involves three key features: 

• Sense: Identify threats through signatures 
• Block: Stop threat activity by breaking the kill chain 
• Mitigation: Respond to damage done after a successful attack 
 
Given these three capabilities, a defender may be able to identify an attack, know where it is coming from, 
stop the threat from accessing a system, and respond when attacks take place. Blocking of components 
represents the gate-set defined earlier in Figure 2  

Internal policies and guidance complement the technical capabilities of a security stack and most 
organizations can modify systems under threat [21]. Decisions to change the infrastructure are often made 
late in the kill chain when severe steps have been identified because the cost of these changes can be 
significant and often require considerable manual effort. 
 
 3.3 Defensive Response  

  The rules of cyber engagement vary significantly depending on the timing and mission of the attacked 
organization. Legal considerations in the US restrict private entities from engaging in offensive cyber 
operations [14], but nation-states can leverage advanced techniques to conduct improved defense, including 
intelligence gathering and deterrence. Private entities can purchase intelligence from third parties if this 
information is collected legally but this is exceptional and defensive response is often limited to internal 
mechanisms.  
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With an optimal defensive posture, certain types of system access can be granted or denied. In a common 
approach, session-level data are used to make this determination. Source/destination, IP addresses or time 
of the day can be used as decision support. With more advanced systems, session-level data can be enriched 
by external data. These can include geospatial information or behavior information such as multi-session 
temporal patterns. Access control decisions can be made in near-real time when allowed by defensive 
strategic posture decisions, but the posture changes at the pace of the organization’s requirements and 
purchasing systems [17].  Defensive response decisions can be considered in the context of kill-chain lead-
time. As warnings generated by the system defender are observed, a gate policy is formulated to break the 
kill chain in its earliest stage. In practice, the kill chain is broken by closing a previously open gate. The 
earlier the chain is broken, the smaller the damage. 

3.4 Cyber Actors and behavior types 

As described earlier, cyber actors can be classified as follows: 
• Legitimate: Administrators, developers, users/ customers, incidental 
• Threat: Competitors, Data collectors, Criminal, Hackers, Foreign nations, Insider Threats 

Each of the actors described earlier shows a set of behavior types associated to their interaction with the 
defended system. Behavior types are discrete categories, each of which allows a quantifiable observation. 
Gates correspond to specific behaviors. When a gate is open that behavior is permitted, when the gate is 
closed it is not. Unlike traditional signatures, behaviors are general characteristics, which are not 
automatically identifiable as belonging to a specific actor type. These include: 

• Signature: IP address, MAC address, geo-location 
• Temporal: Inter-arrival time, Time of day, Pattern of life 
• Frequency: Top talkers, Infrequent visitors 
• Other: Amount of data sent, Type of interactions 

In this perspective, an actor produces a digital, behavior-based signature. The behavior types are inputs to 
a machine learning model and signatures are generated as outputs which become alerts in the warning 
system. In the AI construct, the machine will learn to categorize behaviors through the use of historical 
data and Bayesian updating. This learning is then used to update the gate-set policy and improve the super-
agents performance. 
 
3.5 Open Source Signatures; Threat Intelligence 

The condition of general (global) cyber-threat activity at a given time is fluid and based on several factors: 
impacts on the defender of known and unknown software vulnerabilities, organizational positioning, and 
hacker capabilities all contribute to trends that impact the effectiveness of a defense. In most organizations, 
information is generated internally (threat intelligence) and collected externally (open source or shared 
signatures). Open-source security communities or custom-developed threat intelligence thus affect directly 
the defender’s posture. These sources of data are quantifiable and actionable and these quantities, if they 
are observed, can support security decisions. 

3.6 Decision Formulation 

Each gate g has an unknown probability distribution of a visit (f!) by an actor i with utility u(g, i) based on 
the risk attitude γ of the actorand his reward for penetrating gate g. In the mathematical formulation of the 
decision analysis for the system manager, the notation used is as follows:  
 
 
 
 
 
 



                 
              Probabilistic Safety Assessment and Management PSAM 16, June 26-July 1, 2022, Honolulu, Hawaii 

 
Table 2. Model Notation 

__________________________________________________________________________________ 
 
_____________________Notation    Description______________  _____ 

                                    
                                               Gt              Gate-set policy 
                                                g                                                       Gate-set policy 
                                                                                                       for a specific gate 
                                               yt                                                    Observed actor type 
                                               rt                                                 Realized reward from actor i                                                                                         
                                               𝛾                                           Risk attitude of the decision system                         
                                     ut = u(g, yt, rt, 𝛾)                                   Utility of the decision system 
                                              et                                                        External Information 
                                         yt-1, rt-1                                                                           Historical data  
                                                                                                     used to train the machine 
                                               i                                                         Index of actor type 

                                       𝑢*(𝑔, 𝑖)                                                  Statistical estimate  
                                                                                           of the utility of the decision system  
                                                                                                    for a specific gate and a  
                                                                                                         specific actor 
                                        𝑝̂",$                                                      Statistical estimate 
                                                                                               Of the probability of arrival  
                                                                                         Of a specific actor type at a specific gate 
__________________________________________________________________________________ 
                                                                                                    
At each time t, the defender of an open gate has a single opportunity to observe an actor, whose type is 
described by a multinomial distribution, and a continuous reward distribution. The system defender updates 
the probabilities pi of actors’ intrusions over time, which allows him to make the best gate-set policy 
decision given his current state of knowledge. Figure 4 shows the current defensive process and the 
mathematical factors associated with the logic flow.  
The utility of the hybrid decision system for the rewards rt of penetrating gate g is evaluated as a function 
of its risk attitude γ =-u”/u’ [22] . It is assumed that this risk attitude is the same for the machine software 
and for the human decision maker. Equation 1 shows the functional form used in this paper for both 
attackers and defenders, assuming a constant risk attitude with respect to the outcomes rt (risk neutrality). 

                                                 𝑢(𝑔, 𝑖, 𝛾, 𝑟) = −𝑒%&'                     (1) 

                                    

 
Fig. 4: Logic flow in the Mathematical Model 
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Both the defender’s probability and current belief about utility distributions for each gate are outputs of the 
learning process. For the system defenders to learn, they must receive a consistent stream of new 
information. Therefore, their knowledge and utilities depend on the time t. 

 3.7 Machine Learning and Bayesian Updating 

Each scenario is guided by the learned probability about a particular gate’s state and the super agent needs 
to decide whether to keep it open or to close it. Figure 5 represents the decision tree. 

   

Figure 5: Decision Tree of the Super-Agent For the Management of Each Gate 

There are two distribution types for each gate, one for the actor types, (𝑓"), and one for the rewards 
expressed as the realized utility  (𝑢(𝑔, 𝑖)). The distributions 𝑓" and 𝑢(𝑔, 𝑖) are uncertain and the parameters 
need to be learned. As shown in Figure 5, a critical element is the ability of the robot to pass the hand to 
the human actor. 

There is a trade-off in the decision cycle between exploring to gain new information and exploiting what 
is already known. Therefore, in order to find a global optimal policy, the system defender must take risks 
and explore other alternatives.  

Bayesian techniques allow both exploiting and exploring. Exploiting means taking advantage of the best 
alternative implied by estimates from observed data. Bayesian techniques leverage conjugate distributions 
such as Beta/Binomial conjugates that yield posteriors of the same for as priors.  

Exploring can be done by sampling from a prior distribution at each time period, then using those 
realizations to build a gate policy. Over time, the priors are updated into posteriors, generally narrowing 
the variance of the parameter estimates.  

Human intervention thresholds need to be set to direct the robot to call on the human being. The “robot” 
may act based on the automated system in routine situations. Beyond a certain threshold of loss magnitudes 
or uncertainty, the robot should not be trusted to act autonomously and needs to pass the hand to a human. 
Clearly, these two factors are not independent. Human analysts have contextual understanding of the 
system and external demands that the machine does not. Appropriate thresholds ensure that an organization 
is conscious of consequential actions.  

 3.7 Optimization of Gate Set Policy 

Using information from the learning process, the optimization yields a vector representing the best security 
policy. The vector 𝑮𝒕, at given point in time, represents 𝒎 gates with binary values. 1 represents an open 
gate and 0 a closed gate. 
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																																																																𝑮𝒕 =

⎣
⎢
⎢
⎢
⎡
𝟏
𝟎
𝟏
⋮
𝒎⎦
⎥
⎥
⎥
⎤
                                (2) 

 
            The general formulation of the optimization model is the following: 

 
																						𝒎𝒂𝒙𝒊𝒎𝒊𝒛𝒆				𝑮𝒕𝑼𝒕                             𝒔𝒖𝒃𝒋𝒆𝒄𝒕	𝒕𝒐				𝑮𝒈,𝒕 = 𝟏	∀	𝒈 ∈ 𝑺             (3)     

       with  𝒈 ∈ [𝟎, 𝟏] 
 

	𝑮𝒈,𝒕 is a value in vector 	𝑮𝒕 and 𝑺 is a security policy (decision option) for a specific gate as dictated by 
the exploring algorithm. The vector 𝑼𝒕 is the defender’s utility for each gate at time t. The overall goal of 
the model is to find the optimal defense policy, 	𝑮𝒕∗  (open or close gates at time t).  

 
3.8 Results 

 As an example of the model, consider a cyber defender controlling two points of entry s1 and s2, two 
destination ports (d1, d2), two destination IP addresses (i1, i2), and two times of the day (work hours: w 
and non-work hours: nw). In this case, the defender has 16 combinations of behavior attributes (options), 
which constitute the gate set. Table 5 shows a summary of the gate-set with additional information about 
the distributions of actors and their utility at each of the gates. If the defender has perfect information about 
the utility/actor distributions, his optimal policy is to keep eight of the gates open and the other eight closed.  
 

Table 5: Gate sets and threat probabilities (normal distributions (10, 2)), 
Expected utility (Eu(g)) and optimal decision 

 
                                          Gate set                Threat probability   Eu(g)  Best action 
 
                                           s1 d1 i1 w                       0.1                       8         open 
                                           s1 d2 i1 w                0.1                       8         open 
                                           s2 d1 i1 w                0.1                       8         open 
                                           s2 d2 i1 w                0.1                       8         open 
                                           s1 d2 i1 nw                  0.2                    6         open 
                                           s2 d2 i1 nw                  0.2                    6         open 
                                           s1 d1 i1 nw                  0.3                    4         open 
                                           s2 d1 i1 nw                  0.3                    4         open 
                                           s1 d2 i2 w                  0.5                    0         close 
                                           s2 d2 i2 w                  0.5                    0         close 
                                           s1d1 i2 w                   0.6                   -2         close 
                                           s2 d1 i2 nw                 0.6                   -2         close 
                                           s1 d2 i2 w                 0.6                   -2         close 
                                           s2 d2 i2 nw                 0.6                   -2         close 
                                           s1 d1 i2 nw                 0.7                   -4         close 
                                           s2 d1 i2 nw                 0.7                   -4         close   
__         _________________________________________________________________________        _          
                                                                                                                                                                                                                                                                                                                                                                                    
Using the information about risk and uncertainty from the learned distributions, the decision threshold 
where the human takes over from the robot can be defined. Figure 6 shows an example that shows expert 
and robot decisions during the machine learning process. 
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Figure 6: Example Showing When the AI system Starts Making the Decision vs Human Expert  

 

             In the beginning, as information is scarce, the human makes all decisions, and the robot learns from them. 
As more data are collected and uncertainty is generally reduced, the AI-based robot makes decisions more 
frequently. The highest and lowest expectation gates (1,2,15,16) are learned quickly enough to be 
automated in a few time periods; but the gates towards the middle, which are harder to understand (near 0 
expectation) require much long expert-human involvement.  

 

            4. CONCLUSION 
             Cyber risk comes from threats of attack to the organizations that rely on information systems for operations 

and for the storage of organizational/trade/industry secrets. The gate-set concept provides a framework to 
issue warnings of cyber-attacks and quantify a threat impact based on the behavior profiles of potential 
attackers. This paper presents a method to evaluate actor behavior/actions to recommend an optimal 
security policy. The gate-set concept can be used in communication to non-experts, and allows an 
independent evaluation of security policies. The cybersecurity environment can thus be improved using 
artificial intelligence technologies. Large datasets generated by security stacks are evaluated and updated. 
Intelligent access control leverages the strengths of the super-agent (including both AI/robot and 
expert/human decision makers) in order to create optimal gate-set policies. This approach gives system 
defenders an effective tool to conduct cyber risk management under uncertainty, involving both an AI 
system and a “human in the loop”. 
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