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In this paper we introduce the main functions of the Real-Time Risk-Informed BOP Retrieval Decision Tool. The main
goal of this new tool isto contribute to better-informed decision-making regarding operational safety and reliability of BOPs,
while its ultimate goal isto reduce BOP downtime thus reducing drilling costs while maintaining its safety margin. The
BOP=RDT incorporates both qualitative and quantitative methods to help guide the operator decision-making after detection
of a BOP component or subsystem failure during drilling. Using deterministic criteria, the tool has a comprehensive
qualitative method which is entirely based on the losses of redundancy resulting from the impact of detected failures on the
reliability of each BOP critical safety function. The BOP condition states are reported to the user as a set of traffic light
signals and block diagrams indicating the failed components and paths. Entirely new in this Tool is the use of quantitative
probabilistic criteria, which makesit a fully quantitative risk-informed decision support system. The computational engineis
based on an advanced time-dependent reliability analysis of each BOP safety function before (normal condition) and after
one or more detected component or subsystem failures. The quantitative method allows the evaluation of the PFD of each
safety function in real-time, providing a detailed graphic visualization of the impact of any detected component or subsystem
failure on the values of the PFD for all BOP safety functions. The quantitative risk-informed criteria are based on the
comparison of the PFD values of the safety functions with a range of Safety Integrity Levels (SIL) values as defined by IEC
61508. Results are presented for a real BOP operating in the North Sea.

. INTRODUCTION

The Blowout Preventer (BOP) is the most criticaltioé safety systems involved in drilling operatioiidie recent
Montara and Macondo (Refs. 1 and 2) accidents haadge it entirely visible to the whole world the bugpnsequences that
can result when the BOP fails to perform its assigsafety functions. In addition, recent studiegehshown that BOP
unreliability is responsible for 50-60% of drillimpwntime, representing a cause of major lossesillong contractors and
oil operators.

The issue of the reliability of the BOP has longmeliscussed and despite important advances iincastto generate
concerns among the offshore safety regulators.ofAsaify typical safety equipment, it is difficult kmow its operational
status (working or not) during the process opematibhe idea of devising means and methods to somehonitor the
condition of the BOP in real-time has always raiseldt of interest among those involved in offshdréling. Already in
2010, just after the Macondo accident, a repornftbe Office of Inspector General of the U.S. Dépant of the Interior
(Ref. 3) identified potential areas for improvenendf the US offshore safety program and presentederal
recommendations. Of particular relevance is Recondaion 18, which reads like: “Analyze the benefifsobtaining
electronic access to real-time data transmittethfoffshore platforms/drilling rigs, such as operatsurveillance cameras
and BOP monitoring systems, and/or other autometedrol and monitoring systems to provide BOEMREhvadditional
oversight tools”. Additionally, the National Acadgnof Engineering (NAE) and National Research ColurfbiRC)
committee that evaluated the causes of the Macandident (Ref. 4) made again a recommendatioratfditessed the issue
of real-time monitoring (RTM) of BOPs: “Rec 3.4: §Instrumentation on the BOP system should be ivgatco that the
functionality and condition of the BOP can be moretl continuously”.

The recently published final version of the Wellnf@rol Regulation by BSEE (Ref. 5) dedicates a siggunt portion of
its contents to spell out a series of requiremémtise met by subsea BOPs, including RTM and ine@amsaintenance to
help ensure the functionality and operability af 8OP system that will help reduce the safety anvirenmental risks.
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As can be seen from the above references, RTM d® B&fety functions is very much on the current dgewnf both
regulators and operators. But in our opinion, RTivha does not solve the problem. It is certainlyeasential enabler but it
has to be coupled to good analytical tools whiah themselves capable of analyzing the RTM datastrend providing
concise results that can be readily understoodelsistbn makers. One way to monitor the “functiotyadind condition of the
BOP” is to monitor the reliability of its main s#&fefunction (typically of the order of five or sixj\s for any safety system,
its main reliability indicator is the probabilityf éailure on demand (PFD) which can be separatefffuated for each of the
main safety functions of the BOP.

The BOP is actually a rather complex assembly eic#s designed to shut in the well at varying staged when
circumstances dictate, close down the well compyleté is comprised of numerous subsystems and compts with a
highly complex logical control system. The PFD atle BOP safety function is a combination of thadafconfiguration of
its subsystems and components, the intrinsic rétialof each of its components and the frequenog &pe of periodic
proof tests that they are subjected to during tiing process.

One important operational decision with direct irctpan drilling downtime relates to what to do whecomponent or
subsystem failure is detected during drilling: putl the BOP for repair or continue drilling withdagraded BOP? Being
able to know in real-time (or quasi-real-time) wlzae the effects of the detected failure on theldity of the most
important BOP safety functions is certainly a vdegirable factor which can give an important céwition to this decision
making process. Until now most drilling contractbes/e used tools or procedures which are basedalitajive arguments
related to the loss of redundancy implied by thiected failure. But it is quite simple to show that all redundancy losses
have the same implications for the probability aifure on demand (PFD) of the BOP. Some redundinsses bring about
much bigger increases in the BOP PFD than others.

[I.OBJECTIVES OF THISWORK

Unreliability of Blowout Preventers (BOP) is amotig major causes of downtime in drilling operatiohke decision
related to the retrieval of BOP after the detectib@a failure during drilling can be one of the mosstly decisions made in
the drilling of a subsea oil well. Undoubtedly, adgtected failure in a BOP stack during drillingais important cause of
concern, but not all component failures are of équportance. While the impact of some failures ntegd to the total loss
of a critical safety function, other failures magrély change its probability of failure on dema®¥FD). Retrieval of the
BOP for repair is a must in the first scenario.the second scenario retrieval could be unnecesBatyveen these two
extreme cases there is a wide variety of interntediases where the retrieval decision must be made.

In this paper we present the basis for the devedoprof a BOP reliability management tool which caspond in real-
time (or quasi-real-time) to the information of etected failure of a BOP component or subsystera.déveloped tool is a
risk-informed decision support one and is named3®® Retrieval Decision Tool or B@RDT for short. The main goal of
this new tool is to contribute to better-informegchion-making regarding operational safety anbdity of BOPs, while
its ultimate goal is to reduce BOP downtime thuduping drilling costs while maintaining its safetyargin. Both
qualitative and quantitative criteria can be usedhe basis for support of the decision making @sec The computational
engine is based on a time-dependent reliabilityehadhich has been specially developed to calcuted®FD of each one of
the various BOP safety functions at any momeninie It properly takes into account multiple tegtlevels of components
and the associated test coverage factors, and tacddferent failure rate models suitable for ed®®P component.
Following the detection of any BOP component fa|uthis information is passed to the Tool eithernoadly or
automatically. The new information is then use@valuate its impact on the PFD(t) of each safetgtion and to evaluate
their new average (PFDavg) and maximum values (P&Dmiuring the drilling campaign. Some examplespaesented in
the paper to demonstrate its applications to varpactical situations faced by drilling contrastand operators.

[11.BOP SAFETY FUNCTIONS

According to API Standard 53 (Ref. 6), a BlowoutWmter or BOP is an equipment installed on thdheall or
wellhead assemblies to contain wellbore fluidyegitin the annular space between the casing anwihéars, or in an open
hole during well drilling, completion and testingeyations.

The BOP functions during drilling operation arectose relevant BOP valves in order to prevent blawa@nd/or well
leaks. OLF Guideline 070 (Ref. 7) defines the failog functions for the BOP:
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1. Shear drill pipe and seal off well
2. Seal around drill pipe
3. Seal an open hole

For execution of safety function 1 the drill pipashito be sheared before the well can be seale#iistbrically this has
been an event where the well has blown out thrabghdrill string and stabbing valve at the top drand/or the Kelly valve
on the drill floor have failed. It is not industpyactice to test on a regular basis the functioshafar ram with pipe in the
BOP. It is considered a destructive test. Facteogptance testing is performed for the BOP to shgape. Safety function
2 is the most commonly used and is executed bylanpteventers and pipe rams. There can be liroitatto when the pipe
rams work properly, such as closing on drill calaiool joints, perforation guns, etc. Safety fumet3 is executed by the
blind shear ram in order to seal the well. If &lshould occur there will be a possibility to rupein the hole and close the
annular around the pipe. The blind shear ram mey be opened and the pipe stripped further in es@ifpe rams may also
be used.

In the OLF guideline 070 (Ref. 7) the SIL functicelated to closing in the well has been restrid¢tedlosing of the
valve(s) and do not include the actual shearinthefpipe. Functions 1 and 3 can thus be combined¢losing of the blind
shear ram. As a minimum the SIL for annulus isolatising the annular preventers or pipe rams shoaI8IL 2 and the
minimum SIL for closing the well by the blind sheam should also be SIL 2 according to Ref. 7 wiiéchccepted by the
Norwegian regulatory agency (PSA).

The BOP analyzed in this paper as an example dicagipn is a real one that is currently being usethe North Sea. It
is configured with five rams (BSR — Blind Shear R&DSR — Casing Shear Ram, and three pipe ramsjaaidannular
preventers. ThEFD(t) for the following Safety Functions were implemehs:nd can be monitored by the B&PT:

» Riser Stay Connected - Drill Pipe Through the BOP:
SF1: Shear drill pipe and seal off well - CuttingBlind or Casing Shear Rams and Closing and Lagkiyn Blind
Shear Ram.
SF2: Seal around drill pipe - Closing the Annuleevnters or the Pipe Rams.
* Riser Stay Connected - Casing Through the BOP:
SF3: Shear casing and seal off well - Cutting bgi@@ Shear Ram and Closing and Locking by Blinda®fam.
* Riser Stay Connected - Open Hole:
SF4: Seal off open hole - Closing and Locking bin&IShear Ram.
» Riser Stay Connected — All drilling rig conditions:
SF5: BOP Safety Functions SF1, SF2, SF3 and SF4
« Emergency Disconnection;
SF6: Emergency Disconnection - Disconnect the lanarine-riser package (LMRP) from BOP stack.

In the example presented in this paper, Safety tam&F5 is built as the logical union of all theegious four safety
functions and its objective is to provide a globalicator for the condition of the BOP safety fuoos with the riser
connected. These SFs are related to the decisiairadving or not the BOP in case of failure détecof a BOP component
or subsystem. The sixth safety function is reldtedhe emergency disconnection of the LMRP from B@@P stack and
illustrates the fact that any other BOP function ba put in the Tool.

IV.MODELLING OF THE BOP SAFETY FUNCTIONS

The first part of the modelling process is the ¢artdion of a detailed fault tree for each of th@mB safety functions.
For the example being presented in this papenjlatfae is built for each of the six safety functs indicated in the previous
but there is actually no limit to the number ofetgffunction fault trees that can be put in the [Tdte fault trees have
between 300 and 450 basic events, depending arothplexity of the safety function.

The next part is to obtain the minimal cut setsdach safety function. These two parts are dongdruthe Tool using
any of the available fault tree programs in thekatrin the example of this paper, we have operaidmin cut sets up to
order four. It is unlikely that a BOP is going te bllowed to continue operating with more than weected failures.
Therefore, retaining up to order four min cut sgtees very good results. If needed, higher ordérsets may be included
but that increases a little the computational tireed by the Tool. With six safety functions anduaicb2500 to 3000 min cut
sets (up to order four) the computational timeesifrom two to five minutes depending on the nundfatetected failures
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and the speed of the computer. This is a veryregtonse for the problem at hand and it meansthiea¢ is room for
increasing the complexity of the problem if thateally needed.

The lists of min cut sets for each safety funcéoa then fed as input to the Tool and from thisipon, everything else
is done inside of it. When a failure is detectdtiazi by diagnostic during the drilling operationlbgrany of the various proof
tests that are periodically performed, this infotiorais passed to the Tool (either manually or m#tcally). Procedures are
built-in to perform Boolean reduction operationdital the new cut set structures for each safetgtion. From this point
on, the assessment procedure is divided in tweerifit alternative ways: a qualitative assessmedt aamuantitative
assessment, which are explained in the next twiiogesc

The novelty of the BORDT is the fully quantitative time-dependent reiidyp model which is applied to the minimal
cut set structure derived from the fault treesafheBOP safety functions. Nevertheless, becauserire areas of the world
regulators and companies may not yet be using pilidtac criteria for decisions regarding safetguss, a qualitative model
has also been added to the Tool as explained ingkiesection.

V.QUALITATIVE ASSESSMENT MODEL AND RESULTS
V.A. Qualitative Assessment M ethod

The qualitative assessment model is based on deistin criteria which are solely based on the éssef redundancy
resulting from the information regarding the degecfailure. As explained in the preceding sectiopon receiving the
information about the occurrence of a certain comemb or subsystem failure, the Tool produces the ag set structure for
each safety function.

A comparison is then done to determine how the mmhicut sets before the failure changed into tledta the failures.
The comparative procedure consists of checking thenorder of each min cut set changed from befoeefdilure to after
the failure. A table is produced which indicatesvimany min cut sets of changed from order n to ondg, n-2, and so on.
Considering that a change from order n to orderragtesents a weakening of the redundancy budttim safety function
reliability structure, this information is usedtaild management rules which can be applied to cupe decision making
related to the pull up or not of the BOP.

V.B. Qualitative Assessment M anagement Decision Rules

The condition status of each safety function issifeed in four states: GREEN, YELLOW, ORANGE an&R In the
gualitative assessment model, the state of theéysfection depends on the loss of redundancy tiegufrom the change of
the order of the min cut sets of the function. Tdllowing rules are used in this example to spetlify condition states of the
safety function at any point in time:

GREEN state — no detected failure; the reliab#ityicture function is the same as it was at tinfe there is no change
of order of any min cut set since there is not éetgcted failure.

YELLOW state — as a result of one or more detetdddres, at least one min cut set of third ordeargged to second
order and there was no change in the min cut $etler smaller than three.

ORANGE state - as a result of one or more detefetibales, at least one min cut set of second oothanged to first
order and there was no change in the min cut $etder smaller than two.

RED state - as a result of one or more detectddrési, at least one min cut set of first order ol this actually
means that the safety function entered a failete sipon the occurrence of the detected failure.

The green state indicates that no detected faduregistered at that moment and therefore theysafaction reliability
function has the same redundancies as at time Zémyellow condition indicates that at least orglé redundancy has
been changed to a double redundancy. It is alssifjeshat many third order min cut sets have chdrtg second order and
that many min cut sets of higher order have charigedlower order but there was no change in the eut sets of order
lower than three. The orange condition indicatest it least one double redundancy has been chatoged single
redundancy. As before, many second order min dstreay have changed to second order and many béhigyder have
changed to a lower order but no changes occurrdldl the min cut sets of first order. This meanssipossible that the
reliability structure function before the failureagnalready contain one or more first order min setis but those were not
changed by the input of the detected failure. this change caused by the detected failure thaemdiecause it implies a
reduction of the original accepted redundancy le¥¢he safety function.
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V.C. Example of Qualitative Assessment Results

An example of the results of the qualitative assesd method is shown in Figure 1 for the case failare of the stack
mounted accumulator for the BOP configuration iathc in Section Ill. As can be seen this failuresesl all safety
functions to be in an ORANGE condition. The reafmrthat can be seen on the table of “SF Lost Rddnoies — Cut Sets
Order Changes” where it is shown that six min et$ ®f this SF changed from second to first oraek this is indicative of
an ORANGE condition according to the managemenisiescrules in Section V.B. About 32 min cut sefstlurd order
changed from third to second order and 53 changed fourth to third, but the BOP condition is dietd by the change
from second to first which represent a more sigaiit structural loss of redundancy (no credit i&gito the probabilities in
the qualitative method).

Input Data | Quantitative Chan| Quant. Summary I Qualitative Analysisl ADMIN Model Save | Exit |

[ SF1 Shear drill pipe and seal off well - Cutting by Blind or Casing Shear Rams and Closing and Locking by Blind Shear Ram j

BOP Safety Function Status Summa SF Lost Redundancies
v Description m Degraded|i Cut Sets Order Changes
Shear drill pipe and seal off well - Cutting by Blind or Casing Shear e
Rams and Closing and Locking by Blind Shear Ram From To sChanges
‘ Seal around drill pipe - Closing the Annular Preventers or the Pipe 6 a J
Rams - 1st 0 0
Shear casing and seal off well - Cutting by Casing Shear Ram and 1
Closing and Locking by Blind Shear Ram 6 L4 2nd 0 0
m Seal off open hole - Closing and Locking by Blind Shear Ram 6 1st 6
- 0 0
BOP Safety Functions SF1,SF2, SF3 and SF4
w 4 3rd 1st 0
@ Disconnect the riser - Openning the LMRP Connector e 2nd 0
0 0
SF Block Diagram " 1st 0
4t
List of All Failed Component 2nd 0
& All Failed Components  Current SF Failed Components 3rd 53
Accumulator Stack Mounted Min  Non-Min 2659
SF Cutset | 1st 2nd 3rd 4th | Total
Order Order | Order | Order | Order
Before 2415 2759
Failure
After 1 38 53 - 100
Failure

Figure 1 - Example of Results of the Qualitativeséssment

VI. QUANTITATIVE ASSESSMENT AND RESULTS
VI.A. Quantitative Assessment M ethod

The quantitative assessment model is based on lptiskia criteria which take into account the magde of the
increase of the PFD of each safety function asaltref the occurrence of one or more detectedred. As explained in the
preceding section, upon receiving the informatibaw the occurrence of a certain component or stbsyfailure, the Tool
produces the new cut set structure for each safatition and recalculates the new PFDs for eaattyéfinction.

In the example used in this paper, the base casthdoPFD is the indication in OLF 070 (Ref. 7)tthiae two most
important BOP safety functions should comply with 8 (10° < PFD < 1) but the Tool can be customized to consider
any other range of values. In the B®PT the PFD value can be the average value or thémum value within the drilling
campaign. The corresponding management decisies auk presented in Section VI.B.

The general time-dependent equation for the evaluaif the PFD(t) is given by Equation (1) wherd(t) is the
dangerous undetected failure rate:
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PFD(t + dt) = PFD(t) + [1 — PFD(t)] * A(t)dt 1

Within the interval between two consecutive tefits,general solution to Equation (1) can be shawlvet(Ref. 8):

¢
PFD(t) =1-[1- PFD(T?')]e_fo A(tdt @

wherePFD(T;") is the value of thé®FD(t) at the beginning of the integration interval (alitcondition set at a time just
immediately after the conclusion of the test atlihginning of the'l interval between tests). Here we are assumingbibtit
test and repair are perfect and we are negledtieig durations.

Assuming an exponential model for the componeihirfarate, namelyl(t)=A1 =constant and using the assumptions of
perfect test and repair, Equation (2) becomes:
PFD(t) =1 — e *-T0 T <t<Ti (3)
For a component subject to periodical tests witterival between tests equal T, a more compact analytical
representation of Equation (3) is given by:
PFD(t) = 1-exp[-41.Mod (t,Tl)] 0<t<nT, 4)

where

Mod(t,T,)) =t —Int(t/T)).T,]. (5)
where Int(t/T) is the Integer Function (a functitiat returns the integer part of the quotient betweandT,).

In addition to the above exponential failure ratedel, two other failure rate models are implemeérntethe Tool: an
increasing failure rate Weibull model and a “additiest-step-varying” (ATSV) model. The former igllkknown among
reliability practitioners and it is used to repnaistihe wear out degradation mechanism typical af suffered by mechanical
components (such as pumps and valves). We introdtiee latter model to account for the shock dedgradanechanism
caused by tests (in particular the pressure téstsroe BOP components).

For the Weibull model, the expression for BieD(t) is given by:

—Aﬂ{tl" —[mt(ﬁ)n]ﬁ}

PFD(t)=1—e (6)

whereA andf are the scale and the form parameters of the Waeiistribution, respectively.

The proposed ATSV model considers that any testesathe same percentage increase of the fail@eTia¢ hazard
rate of the ATSV model is given by:

At) = Agx (A +f+i) fori=12,..,n ()

In Equation (7)Ao is the failure rate of the system as new (beforgtast is performed), but it is here consideraat th
prior to the start of operation, at t=0, a tegtésformed which results in a first increase of fliture rate. The failure rate is
then constant during each time interval betweets tast varies by a fixed fraction of the initiallwe, given by, at each test,
starting from the valug, * (1 + f) in the first interval. Iff is positive, then the failure rate increases ahdast, and if is
negative the failure rate decreases at each tiepe 8¥e are here interested in the increasing effee0) rather than in a
possible reduction one. In Equation (7}jenotes the interval betwe&rl)" and thei" tests. Using Equation (7) one can
obtain the following equation for tHeFD(t) in i"" interval between tests:

PFEDy(t) = 1 — e~ Ro(+LN[t=(=1Ti] (-)Ti<t<iT, ; 0<i<n 8)

In practice some BOP components can be submittealittiple testing levels (up to four, being thireomplete and the
last a full test). In the BORDT, the above three failure rate models are impleted following the multiple testing level
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method initially derived by Eisinger et al (Ref. ) the exponential failure rate model for up tmif testing levels
(incomplete testing levels). As an example, thdydical equations are shown in the next sectiontli@r case of two testing
levels for the Weibull failure rate model.

IV.A.1. Weibull Model with Three Test Levels

For this case it is considered that the first ti@st levels are incomplete ones (with coverageofact and g,
respectively) and that a complete test is performethe third testing level. Similarly as for theot testing levels, the
component hazard rate can now be split in the thaets indicated below:

L) = . A(t) = c; pAPLF1 9)
L) = c;(1 = ¢)). A(t) = ¢, (1 — ¢;)BAFEA1 (10)
A3(0) = (1= c)(1 = c).A(t) = (1 = )1 — ¢,) AP LF? (11)

For this case it is considered that the test imaisrior the three levels are, respectiva@ly,T, andTs. Furthermore, it is
assumed that:

- each interval Tcontains n intervals df;, and
- each interval Tcontains m intervals df..

ThereforeT;=n.T;=m.T,, which implies thaf,=(n/m)T;.
Substituting Equations (9), (10), and (11) in (B¢ @btains for each of the three testing levels:
a. First testing level (i T, interval)
P(t) = 1 — e~ [F-@-0m)f] (-D)T:1<t<iT;; 0<i<n (12)
b. Second testing level (j" T interval)
Py (t) = 1 — e~ 2(-e AP [tF~(G-D1)f] (-D)T.<t<jT,; 0<j<m (13)

c. Third testing level
Py(t) = 1 — e~(-ed-c02fth g oy < T, (14)

The time-dependent unavailabili§F-D(t), of the component (encompassing the three tekdirgds) can be obtaining by
the following equation:

PFD(t) = 1 — [1 — PFD,(t)][1 — PFD,(t)][1 — PFD4(t)] (15)

The value oPFD,4 can be obtained by integratifgD(t) from O toT; and dividing it byTs. In the BORRDT this is
numerically done.

A variation of this model is also implemented metBORRDT where a maximum number of testing cycles is
considered after which the component must be repldy a new one. This is also implemented in th&dRDT.

In Ref. 10 analytical equations are explicitlyided for the assessment of the time-dependent RREtibn for all three
failure rate models (exponential, Weibull and ATSHy up to three testing levels. In the B&®T, equations are
implemented for the three referred failure rate @ipr to four testing levels. In addition the consédimn of a direct
probability value is also given as an option t@walthe consideration of human errors. Common-c#aikges of redundant
BOP components are implemented in the BRIPT using the traditional beta-factor model.
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VI1.B. Quantitative Assessment M anagement Decision Rules

The condition status of each safety function issifeed in four states: GREEN, YELLOW, ORANGE an&R In the
guantitative assessment model, the state of tietyshfnction depends on the magnitude of the ireresd the PFD of each
safety function caused by the occurrence of onenore detected component failures. The correspondingagement
decision rules for the quantitative method arefeflewing:

* GREEN - no failure detected,;

*  YELLOW - one or more failures detected but thefees do not increase the PFD beyond the acceptabtge
(SIL 2, for instance);

« ORANGE - one or more failures detected and thdé@ots do increase the PFD above the acceptable (amIL 1
level, for instance);

* RED - the effects of the detected increase the #®FDclearly unacceptable range (to SIL O, foranse).

Based on the above rules, if a detected failureesionly a YELLOW condition in a safety functiohistmeans that the
effect of the failure is not big enough to drive tAFD of the function outside the compliance rule #herefore that the BOP
could continue to be operated without the neecutbitpup for repair of the failure.

An ORANGE condition is one that requires furthenking on the part of the operators. In this caisis necessary to
look at other factors, such as the conditions ef wrell and the DP system, how much time until thd ef the drilling
campaign, and others, before a decision is magalteghe BOP up or continue the drilling operation.

A RED condition is a clear “no-go” situation becauthe safety margin assured by the BOP is veryridested,
meaning that the BOP has to be pulled up immedidtelrepair of the failed components.

VI1.C. Example of Quantitative Assessment Results

Some illustrative results of the application of theantitative time-dependent model to the BOP guméition indicated
in Section Il are presented in this section. Rirghe effect of the detection of a failure of ttack mounted accumulator is
shown in Figure 2 for the same BOP configuratioscdibed in Section Ill. In the graph, the blueveurepresents the
normal PFD(t) without any detected failure.

The red curve is the degraded PFD(t) after the oenae of the referred failure. The dotted blue eadlilines are the
PFDavg values before and after the failure. As lmarseen both values are within the SIL 2 rangethisdis numerically
confirmed by the values on the first table on thedr part of the figure with the average value gsial The second table is
the same analysis but now for the maximum valuat®two functions. Given that the degraded PFDeslkre within the
SIL 2 range, the SF1 is then in a YELLOW conditamtording to the management decision rules stat&kction VI.B. It
is worth saying that the decision maker must degidadvance which criterion is going to be usedsrage or maximum
values, to avoid confusion during a real situatfanbutton exists that can turn off one or the otherording to which
criterion is chosen).

The second illustrative example is that of theufailof both communication channels. Figure 3 shihvwseffect of such
failure on the same SF1 for the same BOP configuras before. Now it can be seen that the faibangses SF1 to jump to
the SIL 1 range, thus characterizing an ORANGE i@

Before a decision can be made (to pull or not)dheision maker needs to examine the effect of #filaré on the
condition of the other safety functions. A screie the one above for SF 1 is available for all dtieer SFs but summary
screen is also available where an overview of thenttative results of the impact of the failure ahown for all safety
functions. This is shown in Figure 4 for the ca$¢he same failure of both communication channAtscan be seen, this
failure has a huge impact on SF 2, showing th&iBavg value changed from a SIL 3 range (prighéofailure) to a SIL 0
range after the failure. This is indicative of alREondition for this safety function. The same dedl also causes SF 6 to
jump to the SIL O range, indicating a RED condit@lro for this function. These two RED conditiomsl ahe ORANGE
conditions of all the other safety functions isleac indication that the drilling operation shouwldt continue and that the
BOP needs to be pulled up for repair of the comeation channels. Block diagrams are built in theolTw help the
operators to analyze the effect of the failed conmgmds on the system.
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Figure 2 - Example illustrating the effect of tladldre of the stack mounted accumulator on Safetyckon 1
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Figure 3 - Example illustrating the effect of tlaéldire of both communication channels on Safetyckion 1
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Figure 4 - Overview of the effects of the failufeboth communication channels on all six safetyctions
VIII. FINAL COMMENTS

In this paper a fully quantitative time-dependenddel for the probability of failure on demand (PFBY) safety
functions is presented. It is shown that the madel be used to represent real-time values of thi2 &fFany BOP safety
function before and after the detection of a failof any of its components or subsystems. It ha®s lgesigned to give a
comprehensive response to the operational deamsaking problem related to what to do when a BOPpmmment failure is
detected during drilling. It can give both a fullantitative probabilistic response based on thecefbf the failure on the
PFD and a qualitative deterministic answer basetheriosses of redundancy of each safety functicincorporates both
constant and time-varying failure rate models (equaial and Weibull) and also a new failure ratedleddATSV) that takes
into account component shock degradation causqordssure tests. The various types of tests andr regfeemes used in
subsea BOP testing and maintenance are incorpdrated model. Several other features are availabtee Tool but were
not shown here for lack of space.

Our model has undergone extensive verification\alilation (V&V) cycles according to DNV GL V&YV rels. It can
be deployed either in manual or online versionsm@ combination of these two alternatives. Wefallg convinced that the
presented model gives a clear contribution in tinection of the intensification of real-time moniitag application in the
offshore oil and gas area, and in particular ferithprovement of operational decision making reiyaydhe retrieval or not
of the BOP after the detection of a failure of afiets components or subsystems. Its applicatiantrdmutes to a reduction
of drilling downtime caused by BOP failures, maintag an adequate safety margin at the same time.
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