A Repairable Dynamic Event Tree Framework for the Safety Assessment of a Steam Generator of a Nuclear Power Plant
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Traditional Deterministic Safety Assessment (DSA) and Probabilistic Safety Assessment (PSA) of complex systems have been recently challenged by the excessive conservatism of DSA and the demanding treatment of uncertainties of PSA. In order to deal with these challenges, new methodologies have been developed which result from the integration of DSA and PSA methods for an Integrated Deterministic and Probabilistic Safety Analysis (IDPSA). In this work, we show the capabilities of a Repairable Dynamic Event Tree (RDET) who sets its basis on the traditional static Event Tree (ET) while focusing on the dynamic aspects of accident scenarios thereby described (e.g. timing and magnitude of occurrence of components failure events and repair), as an integrated methodology for IDPSA. We apply the framework of the RDET for the reliability assessment of a U–Tube Steam Generator (UTSG), in which we assume that four components can fail (with different timing and magnitude of failure) and can be repaired. The results of the RDET are benchmarked with those of a traditional ET and of a Repairable ET (RET).
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I. INTRODUCTION

The Deterministic Safety Assessment (DSA) for a Nuclear Power Plant (NPP) aims at predicting the response of the NPP to a postulated limited number of Initiating Events (IE) for demonstrating, by adopting conservative assumptions in the physical modelling of the occurring phenomena to “cover” all the phenomenological uncertainties, that the consequences of the postulated Design Basis Accidents (DBAs) are acceptable for both the public and the environment.

The Probabilistic Safety Assessment (PSA) not only considers DBAs with more realistic and less conservative hypotheses, but also Beyond Design Basis Accidents (BDBAs) for extending the consequences analysis to a wider set of possible accidental scenario with respect to DSA.

PSA is challenged by the lack of data to be used for the scenarios probability quantification and to the static characteristics of Event Trees (ETs) and Fault Trees (FTs) that are typically used for PSA, despite their limits in treating components interactions and dependences, components failure and repair, control and the operator actions, software and firmware failures.

Integrated Deterministic Probabilistic Safety Assessment (IDPSA) is a collective name for the variety of different tools which use tightly coupled deterministic and probabilistic approaches to address in a consistent manner aleatory (stochastic aspects of scenario) and epistemic (modelling) uncertainties. IDPSA (also called dynamic reliability) leads to some important advantages with respect to DSA/PSA such as:

- the resolution of time-dependent interactions between physical phenomena, equipment failures, safety and non-safety systems, control logic and operator actions (with Monte Carlo Dynamic Event Tree4–6, DYnamic Logical Analytical Methodology7–9, Dynamic Discrete Event Tree10, Dynamic Event Tree Analysis Method11, Integrated Safety Assessment12)
- the identification of a-priori unknown vulnerable scenarios and to reduce the reliance on expert judgment (see13–15).

These dynamic methodologies have been, thus, introduced to allow considering the sequence of events (in terms of order, timing and magnitude of failures in the safety analysis) which naturally come from the evolution of the system and cannot, therefore, be predefined by the analyst as in the classical DSA/PSA methods. From this point of view, a more realistic analysis needs to take into account not only timing, order and magnitude of the different failure events but also the possibility of repair of the different failed components. The repair can either restore the system into a safe scenario or, if the system is non –
coherent\textsuperscript{14}, to more hazardous scenarios, such as Near Misses (NMs) and Prime Implicants (PIs)\textsuperscript{14,16} that might endanger the operational state of the plant.

In this work, we analyze the advantages of a Repairable Dynamic Event Tree (RDET) in comparison with a static Event Tree (ET) and a Repairable Event Tree (RET) for calculating the reliability of a system, accounting also for PIs and Near Misses that would be, otherwise, neglected.

The system here analyzed is a U–Tube Steam Generator (UTSG) of a NPP. In this system, we consider that four components can fail: the outlet steam valve, the PID controller, the communication between the level sensor and the controller, and the safety relief valve. The static reliability analysis at the basis of the ET considers binary states for the components, whereas in the dynamic analysis at the basis of the DET the complexity of the components behaviors leads us to adopt a Multiple–Value Logic (MVL) representation of the discretized timing and the magnitude of component failures\textsuperscript{17,18}. Therefore, MVL theory gives us the possibility to increase the limited description capability of binary variables in modeling the different component operational states\textsuperscript{19}. Thank to this approximation we can realistically analyze the system that, otherwise, would have been computationally intractable\textsuperscript{16}.

The paper is organized as follows. In Section 2, a survey on the Repairable Dynamic Event Tree (RDET) methodology is given together with the benefits it is expected to show with respect to a static ET, a RET and a DET. Section 3, the model of the UTSG used to generate the scenarios for the reliability analysis is presented and results are shown. Then, conclusion are drawn.

\section{II. THE REPAIRABLE DYNAMIC EVENT TREE}

Dynamic methodologies are defined as those that use a time–dependent phenomenological model of system evolution along with its stochastic behavior to account for possible dependencies between failure events\textsuperscript{2}.

In particular, the DET methodology is (in principle) similar to a static ET (where the sequence of system responses following an IE is predetermined by the analyst) except that both the timing and sequence of system responses are determined by a time-dependent model of system evolution and branching conditions by a probabilistic model of event occurrence\textsuperscript{2}. The time-dependent model of the systems allows for a multivalued description of components states which, therefore, accounts for different timing, order and magnitude of the possible failure events, leading, consequently, to a multitude of possible scenarios much larger than in a classical PSA analysis where components states are defined by a binary reasoning (i.e., failed or not failed).

In this way, with a DET, we can fully account for a time-dependent reliability assessment that considers the interactions between system dynamics and stochasticity of events in the evaluation of accident consequences and their conditional probabilities to the IE\textsuperscript{6}.

In complex systems such as NPPs there are, however, some safety systems for which the possibility of repair has to be foreseen and modeled since maintenance strategies are strictly enforced on these systems to guarantee large availability and reliability targets; typically, these are electrical supply systems, I&C systems and ventilation systems\textsuperscript{19}.

A modeling effort is due for including into any possible NPP accidental scenario evolution the grace period of components, upon failure. The grace period is, indeed, defined as the time between the failure of the single component and the failure of the system, and it is determined by the physical behavior of the system. The knowledge on the grace period is fundamental to inform the maintainer for accomplishing the repair process within this critical time, and accordingly modifying the design of the system or introducing innovative design\textsuperscript{19}. Thus, the safety of such systems can be ensured only if repair of failed components is performed within the grace period\textsuperscript{19}. A complete dynamic safety analysis has, thus, to include the possibility of repair during the time evolution of the accidental sequences. This is even more important considering that, due to the non-coherence of some complex systems, it could happen that the repair of some components could also result in unexpected harmful scenarios.

A Repairable Event Tree (RET) (in a classical PSA) is expected to model accident sequences after an IE with the possibility of repairing failed components\textsuperscript{19}. In a RET, the accident progression beyond repairable failed branches is virtually ceased if a component \( i \) repair time \( t_{r,i} \) is less than its grace period \( t_{g,i} \). Otherwise, it continues by sequentially following the binary paths of the ET through the remaining branches\textsuperscript{19}. In Fig. 1 a RET is shown as an example. In the system considered, four Safety Barriers (SB) work to protect the core after an IE\textsuperscript{19}. The possible scenarios are branched depending on the failure of the barriers. Safety barriers 1 and 3 (SB\textsubscript{1} and SB\textsubscript{3}) can be repaired after failure. The repair is successful only if their repair times is less than the corresponding grace periods. For SB\textsubscript{2} and SB\textsubscript{4}, instead, repair is assumed not to be possible and, thus, their grace periods are set equal to 0. For each scenario, the probability of occurrence can be computed (provided that the branching probabilities are known), resulting in \( P_1, P_2, P_3, P_4 \) and \( P_5 \).

With respect to a traditional ET, in a RET, success branches probability is given by the probabilities of branches when failure does not occur plus the probabilities of branches whose success is conditioned to the probability the failure occur but the repair time is less than the grace period (and, thus, the repair is successful). On the other hand, in failure branches, the failure probability is given by the failure probability conditioned to the probability that the repair does not occur within the
grace period. Therefore, for each component, with respect a classical ET analysis, failure branches probability is expected to decrease, whereas success branches probabilities is expected to increase due to restoration of components within the grace period, if the system is coherent\textsuperscript{16,17}. If the system is not coherent, repairs of components do not imply the restoration of the system into a safe state because, in this latter case, both failed and working states of the same components can lead the system to failure\textsuperscript{14}.

While a RET provides a framework for including repair events in the modelling of the physical processes behind the system dynamics, a DET analysis provides a framework to simulate the accidental scenarios considering the system dynamic interactions\textsuperscript{20}. Both the physical process model, which describes the physical interaction and the time evolution of the system, and the stochastic model, which represents the failure/repair events, are affected by uncertain parameters (such as the time of failure of the different components, the repair time, the magnitude of the failure, and all the boundary and initial conditions which define the phenomena occurring during the accidental scenarios simulation by a thermal–hydraulic (TH) code). All these uncertain variables can significantly affect the simulated accident dynamics and, ultimately, the risk estimates. For this reason, they have to be accounted in the reliability analysis\textsuperscript{20}. The proposal of the RDET within an IDPSA is expected to overcome the limits of static approaches to treat these uncertainties, by adding the increased capabilities of scenario exploration of DET to the proper treatment of time-dependencies in components repair processes of a RET\textsuperscript{3}. The consistent treatment of uncertainties is guaranteed by the due account of magnitude and time of failure occurrence that are sampled from assumed probability distributions in order to explicitly account for the aleatory uncertainty due to the inherent stochasticity of the failure event as done in DETs (and not in ET, where the analysis is done with fixed times and magnitudes that correspond to the most conservative values) and of repair times that are sampled in an analogous way, from given probability distributions to take into account the randomness of the repair events.

The main benefit of the here proposed RDET framework is that, by taking into consideration as much as possible uncertain scenarios, the binary (failed or safe) consequences modeling of a ET is overcome by the RDET, where, instead, the inherent uncertainty of both failure and repair events does not lead univocally the system to fail or not as we shall see in the next Section.

As last remark it is worth mentioning that when time, magnitude and order of all the possible failures and repair are taken into account, the number of possible combinations increases exponentially and, thus, the identification of the combinations of components failures that are Minimal Cut Sets (MCSs) (i.e., the minimal combination of failure events that leads the system to failure) turns out to be meaningless to describe the system state because, even if the same components fail, their failures times, order, and magnitudes can lead the system into both a safe or a hazardous scenario for the system. For a dynamic reliability assessment Prime Implicants (PIs) have to be identified, that ideally correspond to the MCSs of a static ET, but are also supplied
with the information of time, sequence and magnitude of failures occurrences; moreover, also Near Misses (NMs) need to be identified (i.e., sequences among safe scenarios, whose sequences of events lead the safety parameter values close to, but not exceeding, the corresponding acceptable thresholds).

The dynamic reliability analysis that will follow will show that one branch (scenario) of a static ET can actually evolve into a safe, a NM or a PI scenario, at the same time, of a RDET. In other words, we will show that a single branch (scenario) of a static ET corresponds effectively to more different branches in the RDET, which are all the possible combinations of timing, order and magnitude of the same failed components; consequently the reliability assessment done with a static ET might be misleading.

III. THE CASE STUDY

III.A. The U-Tube Steam Generator (UTSG) Model

A sketch of a U–Tube Steam Generator (UTSG) of a NPP is shown in Fig. 2. This system has been chosen because several studies have shown that its malfunction can be considered as one of the major causes of NPP unavailability.

The reactor coolant enters the UTSG at the bottom, moves upward and then downward in the inverted U-tubes, transferring heat to the secondary fluid before exiting at the bottom. The secondary fluid, the feed water \( Q_e \), enters the UTSG at the top of the downcomer, through the space between the tube bundle wrapper and the SG shell. The value of \( Q_e \) is regulated by a system of valves: a low flow rate valve, used when the operating power \( P_o \) is smaller than 15% of nominal power \( P_n \), and a high flow rate valve when \( P_o > 0.15 P_n \). In the secondary side of the tube bundle, water heats up, reaches saturation, starts boiling and turns into a two-phase mixture. The two-phase fluid moves up through the separator/riser section, where steam is separated from liquid water, and through the dryers, which ensure that the exiting steam \( Q_v \) is essentially dry. The separated water is recirculated back to the downcomer. The balance between the exiting \( Q_v \) and the incoming \( Q_e \) governs the change in the water level in the SG. Because of the two-phase nature, two types of water level measurements are considered, as shown in Fig. 2, each reflecting a different level concept: the Narrow Range Level \( N_{rl} \) is calculated by pressure difference between two points close to the water level and indicates the mixture level, whereas, the Wide Range Level \( W_{rl} \) is calculated by pressure difference between the two extremities of the SG (steam dome and bottom of the downcomer) and indicates the collapsed liquid level that is related with the mass of water in the SG.

![Fig. 2. Sketch of a UTSG of a NPP.](image)

The goal of the system is to maintain the SG water level at a reference position \( N_{ref} \); the SG fails if the \( N_{rl} \) rises (falls) above (below) the threshold \( N_{high} \), that trigger an automatic turbine trip. Indeed, if the \( N_{rl} \) exceeds \( N_{high} \), the steam separator and dryer lose their functionality and excessive moisture is carried in \( Q_v \), degrading the turbine blades profile and the turbine efficiency; if \( N_{rl} \) decreases below \( N_{low} \), insufficient cooling capability of the primary fluid occurs. Similarly, the \( W_{rl} \) is relevant for the cooling capability of the primary circuit. Pre-alarms are triggered when \( N_{rl} \) exceeds \( N_{low} \) if a small deviation from \( N_{ref} \) occurs or when \( N_{rl} \) exceeds \( N_{high} \), when the deviation is large. Set points of \( N_{ref} \) and of \( N_{rl} \) depend on \( P_o \), and, thus, also the alarms thresholds depend on \( P_o \).
A dedicated model has been implemented in SIMULINK to simulate the dynamic response of the UTSG at different $P_o$ values\(^{16}\). Both feedforward and feedback digital control schemes have been adopted. The feedback controller is a PID that provides a flow rate $Q_{pid}$ resulting from the residuals between $N_{rl}$ and $N_{ref}$, whereas the feedforward controller operates a safety relief valve that is opened if and only if $N_{rl}$ exceeds the $N_{hl}$, and removes a constant flow safety flow rate ($Q_{sf}$).

III.B. The set of possible failures and repairs

The set of multiple component failures considered that can occur at random times during the system life ($T_{miss} = 4000 \text{ s}$) are:

1. The outlet steam valve (ST.V) can fail in three different positions: i) closed; ii) stuck open at 50% of the nominal $Q_v$ that should be provided at $P_o$; iii) stuck open at 150% of the nominal $Q_v$ that should be provided at $P_o$.
2. The communication (COMM) between the sensor that monitors $N_{rl}$ and the PID controller can fail returning the same input value of the previous time step.
3. The safety relief valve (SV) can fail at a uniform random value $Q_{sf}$ in the range [0.5, 50.5] (kg/s).
4. The PID controller can fail providing a uniform random flow rate $Q_{sf}$ belonging to [-18, 18] % of the nominal $Q_e$ that should be provided at $P_o$.

Three components out of four have been assumed to be repairable (steam valve has been considered to be affected only by catastrophic and abrupt failure has been considered). For the repairable components, the grace period has, thus, been calculated by simulating the free evolution of system dynamics and by running the developed SIMULINK model with a single failure criterion: one component fails and the respective time for $N_{rl}$ to reach $N_{vh}$ (and the alarm to be triggered) is set equal to the grace time. We have calculated:

- $t_{g,SV} = 72 \text{ s}$;
- $t_{g,PID} = 40 \text{ s}$;
- $t_{g,COMM} = 25 \text{ s}$;

The repairs have been, then, implemented in the SIMULINK model. For each $i$-th component ($t_{r,i}$) we have sampled the repair time from a uniform distribution between zero and the grace period, and we have compared it with the corresponding grace period ($t_{g,i}$) for the component. When $t_{r,i} < t_{g,i}$ the component has been considered as good as new, otherwise the component has been considered failed for the rest of the evolution of the scenario.

Choices and hypotheses for modeling the failures (i.e., the mission time, the number and type of faults, the distributions of failure times and magnitudes) have been arbitrarily made with the aim of generating multiple failures in the sequences and capturing the dynamic influence of their order, timing and magnitude on the accidental scenarios evolution\(^{16}\). In particular, the mission time ($T_{miss} = 4000 \text{ s}$) has been chosen in order to account for the complete development also of slow dynamic accident scenarios\(^{16}\).

III.C. The ET analysis

In this classical static reliability analysis, component failures are conservatively assumed to occur at the beginning of the scenario, with magnitudes equal to their extreme (either maximum or minimum) plausible values\(^{21}\), with the scope of identifying the Minimal Cuts Sets (MCS) with respect to the high level failure modes. To identify the system MCS, the different system configurations have been simulated by the SIMULINK model at high and low (constant) power levels. Without loss of generality, the framework of analysis here presented focuses only on the high level failure mode of the system, neglecting the low level failure mode. It turns out that the MCSs for the high level failure mode are the same at both power levels (Fig. 3): the failure of the PID controller at its minimum values (i.e., -18% of the nominal $Q_e$ that should be provided at $P_o$) and of the steam valve at its maximum value (i.e., 150% of the nominal $Q_v$ value that should be provided at $P_o$) are two first order MCS\(^{16}\).
Let us now assume a probability of $10^{-3}$ for the PID failure and the communication between the sensor and the PID failure ($P_{\text{fail,PID}}$ and $P_{\text{fail,COMM}}$), $10^{-2}$ for the steam valve failure ($P_{\text{fail,ST.V}}$) and $10^{-4}$ for the safety valve failure ($P_{\text{fail,SV}}$). Fig. 3 shows an ET for the scenario: Safety valve, Communication, PID and steam valve fail (or not) with this fixed order of failure occurrence, at the beginning of the mission time with the worst possible magnitude. The probability of each branch is given in Fig. 4: in particular, the probability of MCSs (whose branches are plotted in dotted lines) turns out to be equal to $1.097E-02$.

To build a RET, the repair times are assumed to be exponentially distributed with a repair rate $\mu$ equal to the inverse of the grace period. Therefore, under these assumptions, the repair probability, which is the probability that the repair time is less than the grace period is (for the $i$-th component):

$$P(t_{r,i} < t_g) = 1 - e^{-\mu t} = 0.63$$

(1)
The obtained RET is shown in Fig. 5, where its capability of considering not only the possibility of failure of the different components but also their repair is accounted in the branch probability quantifications.

![Repairable Event Tree](image)

Fig. 5. Repairable Event Tree.

We notice that, the capability of modeling components repairs increases the probabilities of success branches and reduces the probabilities of failure branches, as expected. This shows that, when repairs are possible, the ET overestimates the probability of occurrence of failure branches, whereas RET results in a more realistic failure probability estimation. The sum of the branches probabilities corresponding to the MCS is, for the RET, 1.036E-02, which is much lower than the corresponding estimation provided by the ET.

### III.D. Dynamic reliability analysis

Timing, order and magnitude of failures in reality can assume multi valued states and not only fixed values as in Section 3.3. This would make the problem intractable within a classical ET framework but not within a DET where we approximate the problem with discretized timing and magnitude of failure events in order to generate the dynamic scenarios. In particular, a Multiple Value Logic (MVL) for an approximated description of the continuous time of occurrence of component failures and their magnitudes has been adopted. The MVL allows describing a situation in which the components can fail at any (discrete) time (not only the initial time) along the scenario, with different (discrete) magnitudes (not only the most conservative). The discretization of the time and magnitudes values is as follows:

- **Time discretization**: we refer to \( t = 1, 2, 3 \) and \( t = 4 \), for failures occurring in the intervals \([0, 1000]\) (s), \([1001, 2000]\) (s), \([2001, 3000]\) (s), \([3001, 4000]\) (s), respectively; if the label \( t = 0 \), the component does not fail within the time of the whole scenario, \( T_{miss} \).
- **Magnitude discretization**:
  - the steam valve magnitude is indicated as 1, 2 or 3 for failure states corresponding to stuck at 0%, stuck at 50% and stuck at 150% of the \( Q_e \) value that should be provided at \( P_o \), respectively; if the steam valve magnitude is indicated as 0, the component does not fail in \( T_{miss} \);
  - the safety relief valve fails with magnitude indicated as 1, 2, 3 and 4, if it is stuck between \([0.5, 12.6]\) (kg/s), \((12.6, 25.27)\) (kg/s), \((25.27, 37.91)\) (kg/s) and \((37.91, 50.5)\) (kg/s), respectively; if the safety relief valve magnitude is indicated as 0, the component does not fail in \( T_{miss} \);
  - the communication between the sensor measuring \( N_{el} \) and the PID controller is labeled 0 if the communication works, 1 otherwise;
the PID controller failure magnitude range is discretized into 8 equally spaced magnitude intervals, labeled from 1 to 8, representative of failure states corresponding to discrete intervals of output value belonging to [-18.18]% of the $Q_c$ value that should be provided at $P_a$, if the PID controller magnitude is labeled as 0, the component does not fail in $T_{miss}$.

All possible MVP sequences are, therefore, 100509. In fact, the arising dynamics leads the 16 failure branches of the ET of Fig. 4 to reach 360 by spooning each branch according to the different failure magnitudes of the components whose failure occurs along the scenario: when the safety valve fails, for example, failure branches will be four (being four its possible failure magnitudes); similarly, when the steam valve fails failure branches will be three; there will be eight possible failure branches for the PID, whereas a single failure magnitude is considered when the communication fails. When also timing is considered in the dynamics, the branches of the ET turn out to be 100509.

To show the capability of a RDET to account for dynamic aspects in the evolution of the accidental scenarios, without loss of generality, we focus our analysis on a selection of MVP sequences that, incidentally, are three safe sequences, four NMs and four PIs, among the 100509 possible sequences (the interested reader can refer to where the characterization of sequences in safe, NMs and PIs is presented). TABLE 1 shows the selected sequences (defined in terms of order, magnitude and timing of failure for each component).

TABLE I: The MVP dynamics sequences considered for the comparison of ET and RDET.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Safety valve</th>
<th>Communication</th>
<th>PID</th>
<th>Steam valve</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Order</td>
<td>Mag</td>
<td>Time</td>
<td>Order</td>
</tr>
<tr>
<td>SAFE</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>SAFE</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>SAFE</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>NM</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>NM</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>NM</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>NM</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>PI</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>PI</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>PI</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>PI</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

Fig. 6 reports, for each dynamic sequence, the values of the probability of the corresponding branch in the static ET of Fig. 4 and that of the RET of Fig. 5. Additionally, Fig. 6 shows the probability calculated with a RDET that accounts for the different magnitudes by considering the PID failure probability $P_{fail,PID}$ equal to 1.25E-04 (i.e., 1/8 of the $P_{fail,PID}$ in the static ET), the safety valve failure probability $P_{fail,SV}$ equal to 2.5E-05 (i.e., 1/4 of the $P_{fail,SV}$ in the static ET), the steam valve failure probability $P_{fail,ST,v}$ equal to 3.33E-03 (i.e., 1/3 of the $P_{fail,ST,v}$), and $P_{fail,COMM}$ has been assumed still to be equal to 10^{-2}. Fig. 6 also shows the failure probability of the system when any of the considered sequences occurs under the hypotheses of not repairable and in repairable cases, $P_f$ and $P_{f,rep}$ respectively.

This has been done by sampling magnitudes and time of failures from the corresponding interval (e.g. if the time of failure $t$ is equal to 1, corresponding failure time has been sampled in the interval [1, 1000]), and the SIMULINK model has been run 100 times for each sequence.

We can notice that dynamic effects of timing and order of failures are evident if we consider, for example, the sequence “safety valve failure magnitude equal to 3, failure magnitude of the communication equal to 1, steam valve not failed (failure magnitude equal to 0) and failure magnitude of the PID controller equal to 3” (corresponding to the second and the tenth sequence of I): the originated DET branches are differing only for timing and order of failure events but lead either safe or PI even though the failure magnitudes are the same.

Moreover, we can claim that for each dynamic sequence, static methods seem to overestimate the branch failure probability because each branch of a static ET condenses all the combinations of order, timing and magnitude, for the same failed
components. Our aim is, therefore, to verify whether, considering all the dynamic sequences spooned by the same static branch, ET overestimates the failure probability. To do this, we consider the PI sequence Table II.

This sequence corresponds, in the static ET of Fig. 4, to the branch where safety valve and PID fail, whereas the communication between the sensor and the PID controller and steam valve do not fail. In the RET of Fig. 5, it corresponds to the branch where safety valve and PID fail (and can be repaired), whereas the communication between the sensor and the PID controller and steam valve do not fail, resulting in a branch probability of occurrence equal to 1.33E-08. TABLE III lists all the dynamic sequences that are lumped in one branch of the ET and RET that should, instead, considered for calculating the branch probability of the RDET.

![Table](https://example.com/table.png)
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Fig. 6. Comparison of the results for the dynamic sequences of I.
TABLE II: MVL of the selected sequence.

<table>
<thead>
<tr>
<th>Safety valve</th>
<th>Communication</th>
<th>PID</th>
<th>Steam valve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>Mag</td>
<td>Order</td>
<td>Time</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

For each dynamic sequence (i.e., each row of TABLE III), the probability of system failure $P_F$ has been calculated based on a set of 100 runs of the SIMULINK model with random times of failures sampled from the corresponding interval and $P_{\text{fail},\text{PID}}$, the PID failure probability, equal to 1.25E-04 (i.e, 1/8 of the $P_{\text{fail},\text{PID}}$ in the static ET), whereas $P_{\text{fail},\text{SV}}$, the safety valve failure probability, equal to 2.5E-05 (i.e, 1/4 of the $P_{\text{fail},\text{SV}}$ in the static ET).

TABLE III: Simulation results for all the possible combinations.

| Mag Safety | Mag PID | Branch probabilities in the static ET of Fig. 4 | $P_F$ | $P_F|_{sequence}$ | Branch probabilities in the static ET of Fig. 5 | $P_{F,\text{rep}}$ | $P_{F,\text{rep}}|_{sequence}$ |
|------------|--------|------------------------------------------------|------|-----------------|----------------------------------|----------------|-----------------|
| 1 1        | 9.89E-08 | 1                                              | 3.09E-09 | 1.34E-08 | 0.13 | 5.44E-11 |
| 1 2        | 9.89E-08 | 1                                              | 3.09E-09 | 1.34E-08 | 0.01 | 4.18E-12 |
| 1 3        | 9.89E-08 | 1                                              | 3.09E-09 | 1.34E-08 | 0    | 0.00E+00 |
| 1 4        | 9.89E-08 | 0.89                                           | 2.75E-09 | 1.34E-08 | 0    | 0.00E+00 |
| 1 5        | 9.89E-08 | 1                                              | 3.09E-09 | 1.34E-08 | 0    | 0.00E+00 |
| 1 6        | 9.89E-08 | 0                                              | 0      | 1.34E-08 | 0    | 0.00E+00 |
| 1 7        | 9.89E-08 | 0                                              | 1.34E-08 | 0    | 0.00E+00 |
| 1 8        | 9.89E-08 | 0                                              | 1.34E-08 | 0    | 0.00E+00 |
| 2 1        | 9.89E-08 | 1                                              | 3.09E-09 | 1.34E-08 | 0.17 | 7.11E-11 |
| 2 2        | 9.89E-08 | 1                                              | 3.09E-09 | 1.34E-08 | 0    | 0.00E+00 |
| 2 3        | 9.89E-08 | 0.96                                           | 2.97E-09 | 1.34E-08 | 0    | 0.00E+00 |
| 2 4        | 9.89E-08 | 0.17                                           | 5.25E-10 | 1.34E-08 | 0    | 0.00E+00 |
| 2 5        | 9.89E-08 | 0                                              | 0      | 1.34E-08 | 0    | 0.00E+00 |
| 2 6        | 9.89E-08 | 0                                              | 1.34E-08 | 0    | 0.00E+00 |
| 2 7        | 9.89E-08 | 0                                              | 1.34E-08 | 0    | 0.00E+00 |
| 2 8        | 9.89E-08 | 0                                              | 1.34E-08 | 0    | 0.00E+00 |
| 3 1        | 9.89E-08 | 1                                              | 3.09E-09 | 1.34E-08 | 0.2  | 8.37E-11 |
| 3 2        | 9.89E-08 | 1                                              | 3.09E-09 | 1.34E-08 | 0    | 0.00E+00 |
| 3 3        | 9.89E-08 | 0.29                                           | 8.96E-10 | 1.34E-08 | 0    | 0.00E+00 |
| 3 4        | 9.89E-08 | 0                                              | 0      | 1.34E-08 | 0    | 0.00E+00 |
| 3 5        | 9.89E-08 | 0                                              | 1.34E-08 | 0    | 0.00E+00 |
| 3 6        | 9.89E-08 | 0                                              | 1.34E-08 | 0    | 0.00E+00 |
| 3 7        | 9.89E-08 | 0                                              | 1.34E-08 | 0    | 0.00E+00 |
| 3 8        | 9.89E-08 | 0                                              | 1.34E-08 | 0    | 0.00E+00 |
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